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Abstract

Understanding the structure of the proton is an ongoing e drin the particle physics
community. Existing in the region of nonperturbative QCD, te various models for
proton structure must be informed and constrained by expariental data. In 2009,
the STAR experiment at Brookhaven National Lab recorded ovel2 pb ! of data
from polarized p+p collisions at 500 GeV center-of-mass energy provided byeth
RHIC accelerator. This has o ered a rst look at the spin-degndent production of
W*( ) bosons, and hence at the spin- avor structure of the protonwhere the main
production mode is throughd+u (4+d) annihilation. Using STAR's large Time Pro-
jection Chamber and its wide-acceptance electromagnetialorimeters, it is possible
to identify the " + (e + ) decay mode of the W bosons produced. This thesis
presents the rst STAR measurement of charge-separated W qduction, both the
pseudorapidity-dependent ratio and the longitudinal sinig-spin asymmetry. These
results show good agreement with theoretical expectationgalidating the methods
used and paving the way for the analysis of larger datasetsatwill be available soon.

In the near future the range of this measurement will be augmeed with the
Forward GEM Tracker. A discussion of the design and impleméation of this upgrade
is also included, along with projections for its impact.
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Chapter 1

Introduction

Historically, it has long been known that the proton is not afindamental particle, so it
is natural to ask how its observed qualities arise out of itsonistituents. Although the
concept of three relatively-static quarks provides a way tpredict the mass, charge,
and even decays of hadrons, that picture turns out to be tooraple to understand
how momentum and spin are carried within the proton. This qu&ion falls into the
realm of Quantum Chromodynamics (QCD), frequently into regpns where traditional
perturbative approaches do not apply, and has been the subjeof experimental
research since the latter half of the twentieth century. Mesurements of the spin and
momentum structure of the proton provide guidance to help ubetter understand the
strong force at the energy scale most common in the universe.

The Relativistic Heavy lon Collider lls a unique role in this area, as the only
accelerator capable of colliding high-energy, polarizedgion beams. In 2009 the col-
lider provided beams at 500 GeV center-of-mass for the rsirhe, making available a
new channel for probing the structure of the proton. Using da recorded at the STAR
experiment during this rst 500 GeV run, this thesis preserd measurements of both
the polarized and unpolarized production of W-bosons, whiccan help to constrain
the polarization and momentum distribution of the up- and davn- antiquarks within
the proton. The remainder of this chapter describes the theetical background of
spin physics and the W production channel, along with unpoi&ed measurements

that can be made with the same signal. Chapters two and thredstuss the design
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of the RHIC accelerator and the STAR experiment itself. Chajer four describes the
data and their collection, as well as the simulations used ithe analysis. Chapter
ve describes the analysis of the data: the cuts used to exttathe W signal, the
treatment of irreducible backgrounds, determination of eciencies, and the assembly
of the physics observables from those components. Finalthapter six compares the
unpolarized and polarized measurements to theoretical meld and also discusses the

future prospects of these measurements.

1.1 Proton Substructure

In 1928, the formulation of the Dirac equation allowed theasts to describe the mag-
netic dipole moment of fundamental particles as a xed coe @nt times their spin.
Although this theoretical value, even without higher-orde corrections, is fantasti-
cally close to the measured magnetic moment of the electratiie proton's is vastly
di erent. It was the observation of this anomalous magnetianoment that focused
the theoretical and experimental quest for proton substruare. Murray Gell-Mann's
early success was the Eightfold Way, arranging the known heahs by the numbers of
each constituent \quark".? This new tableau accurately described most decay paths,
and an un lled position correctly predicted the existence foa previously undiscovered
hadron. That free quarks were never observed required onliat the force binding
them together was very strong.

Although this model continued to be successful (winning GeMann the Nobel
Prize in Physics in 1969), Deep Inelastic Scattering (DIS)xperiments taking place
in the latter half of the 1960s were revealing a di erent piaire of electrons scattering
o of light, free, point-like particles within the proton 2 much as Rutherford scattering
showed electrons scattering o point-like, free objects wiin the atom to identify

the nucleus. Based on this, Richard Feynman developed his rowheory of proton

L\quark" is borrowed from James Joyce's\three quarks for Muster Mark" (Finnegan's Wake) and
stuck quite well, while George Zweig's \aces"[1] never caugt on.

2The pioneering work in DIS earned Jerome Friedman, Henry Kedall, and Richard Taylor the
1990 Nobel prize.

18



substructure, with the proton (and all hadrons) made up of eectively free particles

he called \partons".

Bound quarks didn't match the scattering results, but free garks didn't match the
simple fact that they were never observed outside of boundagés. This disagreement
was resolved by quantum chromodynamics (QCD), identifyinfeynman's partons as
Gell-Mann's quarks and their force mediators the gluons. Tis in essence a copy of
QED, the theory covering photons and electrons, with a trigt of \colors"? replacing
the single electric charge and the added feature that, whilghotons are electrically
neutral, gluons carry color charge and hence can interactrdctly with one another.
This turns out to have dramatic consequences. In QED the stngth of the interaction
is de ned by the coupling constant, , which gets larger at higher energies (and hence
smaller distances). In contrast, QCD's coupling constant, 5, does the opposite. At
low energies it is quite large, explaining the existence ofrengly-bound states and
hence the fact that no free quarks had been observed. At hignexgies, like those
in DIS experiments, the constant becomes very small, exphéng the seemingly-free

particles seen theré.

1.1.1 Parton Distribution Functions

In light of QCD, the proton is a complicated place, where qu&s and gluons are
constantly interacting, emitting gluons or splitting into quark-antiquark pairs that
can radiate further gluons before annihilating again. De#e this chaotic image, the

basic conservation of momentum must still hold,

X
Pproton = pi (1.2)

3The name was chosen in analogy to light. Stable hadrons are gaired to be color neutral just as
atoms are electrically neutral, meaning either three quarls together (red, green, and blue, making
white) or a quark and an antiquark (e.g. red and anti-red, making white)

4This phenomenon of bond strength decreasing at smaller disinces is called Asymptotic Freedom,
and was discovered by David Gross, Frank Wilczek, and David Blitzer in 1973. They received the
Nobel Prize for this work in 2004.
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with p; corresponding to the momentum of the'" parton, but rather than the trivial

sharing of three static quarks

pproton = Ppat 2 Pu (1-2)

the quarks have a probability distribution for carrying vaious momenta, and there
are more than just three partons. It becomes more natural toefer to the parton
distribution function (PDF), the population density of a given type of parton with a
fraction, x, of the proton momentum? In the in nite momentum frame, where there
are no partons with momentum less than zero or greater than ¢hproton momentum,
the simple sum rule (egn. 1.1) becomes

Z, x
1= dx( (xq(x)+ xq(x)) + xg(x)) (1.3)

where g and g terms refer to the quark and antiquark PDFs, andg is the gluon
PDF.® Quark and antiquark PDFs have been measured in numerous DISperiments,
where a high-energy probe particle (usually an electron) scattered o a nuclear
target (usually at rest). By knowing the momentum and direcion of the probe both
before and after the collision, it is possible to determinehe charge and momentum
fraction of the struck quark. Using the data from various tagets and beams, the

avor-dependent PDFs can be extracted.

1.1.2 Polarized Parton Distribution Functions

In addition to these PDFs, we can write spin-dependent versns, separating the

population of each parton into spin-aligned'() and spin-anti-aligned &) with respect

5This is Bjorken x, de ned in DIS as x = % = Zq—q;

8A dependency on @, the square of the momentum transfer in an interaction, is syppressed.
In its full form, this equation shows that the amount of momentum apparently carried by various
partons depends on the resolving power of the probe. Theorynedicts, and experiment con rms, a
logarithmic Q? scaling, well described by the DGLAP evolution equations.p] Still, sanity prevails
and, no matter what Q? is chosen, the sum must always be exactly one.

“Some regions ok, in particular very small x, are di cult to measure experimentally, due to the
limitations in electron beam energies and the di culty in de tecting electrons that have scattered at
a small angle in respect to the incident beam.
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to the proton spin.
px) P px) (1.4)

wherep stands in for the PDF of any particular parton. In parallel tothe momentum
sum rule above (egn. 1.3) we can return to the in nite momenton frame and, using

the A* = 0 gauge, write the analogous spin sum rule,

Z
= Oldx(Lq(x;Q2)+% a(x; Q%) + Lg(x; Q%)+  g(x; Q%) (1.5)

NI =

to describe how the spin of the proton is carried by the intrigsic spins ( g, g) and
orbital angular momenta (g, Ly) of the partons. Integrating over x, this yields a
convenient expression:

G+ Lg+ Ly (1.6)

NI
1
NI
+

where is the sum of all the quark polarizations, and the oth ers match the terms

in the previous equation®

1.2 W Production as a Clean Probe

IO§open upaw

In contrast to xed-target DIS, proton-proton collisions a su cient
production channel through quark-antiquark annihilation W bosons do not couple
to gluons and hence in proton collisions, with current undstanding of the proton
excluding large charm-or-larger components, can only bequuced by interactions
between up and down quarks or up and strange quarks. Followsri3] and neglecting
QCD corrections (which are relatively small at the W mass séa and would produce

only a leading coe cient to rst order), the cross section fo W* production can be

written as
d P 2 X1X
M(pp! W™ + X)= 3 Gr Xli- iz cos cu(X1)d(xz) + sin?® cu(X1)s(x2)

8]t is important to note that while the sum rule for momentum is gauge independent, the same is
not true of the spin version. The equation written above is orly true in the A* gauge, and for other
frames or gauge choices, formulations tend to mix G and the orbital terms together inseparably.
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S|

Figure 1-1: The Feynman diagram for p+p W +X! e + ( )+X. Unlike most
proton-proton interactions, the W channel is only sensitig to u+ d and d+ u partonic
collisions.

+X1$ x41.7)

wherexg X3 X, Gg is the Fermi coupling constant, and ¢ 0:22 is the Cabibbo
angle® The u+ s contribution is suppressed bygin? c=co€ ¢ 0:05 and is neglected,

leaving only two distinct pairings: u+ d for W* oru+ d for W :

p_
d 2
dxe (pp! W' + X)= Gk XaXz coS cu(xy)d(x2) + X1 $ Xz (1.8)

The equation for W production is the same if we exchange$ud.

At RHIC energies the W bosons are produced with very little mmentum, and so
decay rapidly into various modes. In this paper we selectthyy ! e + ( )decay®
(the resultingp+ p! W ! e+ isshown in gure 1-1). Although it has a small
branching ratio (BR(W ! e )= 10:8%), and a neutrino that will not be observed,
it allows us to take advantage of another feature of the W boso Maximal parity

violation in the weak interaction'! requires that the neutrino in this decay always be

R PR
LAYLAY

9An integral dxidx, (Xg (X1 X2)) is implied by ~

10The generic form will be written without superscripts hereafter.

Which earned Chen Ning Yang and Tsung Dao Lee the Nobel Prizeni 1957. Chien-Shiung Wu,
who led the experiment that veri ed their theoretical predi ction, was not included.
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generated in a left-handed helicity stat¥ (right-handed for antineutrinos) and hence
imposes the same constraint on the electron. The direction which the electron is

emitted is thus correlated with the W polarization:

d

Toos (W ! e )/ (1 cos)? (1.9)

where is the angle between the lepton direction and the polarizain of the W in its

rest frame. Without the neutrino the W itself cannot be recostructed, but we can
see a signature of its mass in the transverse momentuir( of the lepton, which will

show a characteristic Jacobian peak (gure 1-2). This pealsia trivial consequence
of the change of variables: Neglecting the momentum of th& itself, the lab-frame
Pr is

Pr = MTWsin (1.10)

dcos _ P+

= 4 (1.11)
dPr My (My=2? P?

Where My, is the mass of thew and is the angle with respect to the beam (and
hence the W polarization vector as well). The cross sectioar be recast in terms of

Pr dependence,

d d dcos 2 4 P
— _c —9)2 2)2 a T
" deos ap | @ o Mw=22 PP YR (1.12)

The shape of the curve di ers depending on charge sign, butshows a clear rise and

peak atPt = My =2, which is the extremum of theP; range.

1.3 d=u

One of the interesting measurements available through W pdaoction is the ratio
of the PDFs for u and d. A cursory glance might suggest that these two should

be roughly equal, since they are both produced from the searttugh the same QCD

2There is an in nitesimal exception that depends on the . mass and hence couples the left- and
right- handed states in di erent frames.
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Figure 1-2: An example of a Jacobian peak in W production, stivm with di erent
detector resolutions. In the W rest frame the electron has meoentum p = My =2,
which corresponds to a transverse energy spectrum that shewa distinctive peak.
(Borrowed from [4]). Detector resolution e ects smear outhe e ect above the end-
point Pr = My =2.

processes, but this is not the case. The E866 (NuSea) experintj5] at Fermilab (pro-
viding a much clearer picture than the NMC[6] and NA51[7] meairements) measured
the ratio by colliding an 800 GeV proton beam on xed proton odeuterium targets?
and recording Drell-Yan production of muon pairs. By recorricting the invariant
mass of the muon pair they reconstructed the Bjorken-x of ela@articipant quark.
Through comparison of the proton and deuterium target restd they extracted both
d=u andd u, showing a vastly di erent behavior ( gure 1-3) than expeced for a

avo r-symmetric sea.

1.3.1 Theory

There are several ideas that can explain the behavior of thimtio.[8] One of the
earliest was proposed by Field and Feynman, who suggestedcduld be a result of
Pauli blocking.[9] Two fermions cannot occupy the same s&tand, since there are
more valence up quarks than down quarks, we should expect ththe production of
u+ u pairs is suppressed where the u would con ict with an existgvalence quark.

There are multiple arguments that Pauli blocking is too sméalan e ect to account

13This corresponds o s 40, far below the threshold for W production.
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Figure 1-3: E866 Measurement af=u, shown with a contemporary model prediction
and the NA51 result for comparison, taken from [5]. The disagement with the

earlier result is partially explained by the di erent Q? of the two experiments. The
E866 data show clear shape at low x, with a distinct enhancemteof d(x) over its

u counterpart. The uncertainty grows at higher x as a consequee of the small
antiquark PDFs in that region.

for the large deviation of this ratio from 1.0, but the generaidea that the behavior
of the ratio is driven by the valence quark asymmetry is usedybmodern models as
well.

Pion-Cloud models are based on the uctuation of the physitgroton into pion-
nucleon pairs!* p!  *ng! pand other charge states, where the subscript “0' de-
notes a nucleon with a avor-symmetric quark sea. Tuning theelative contributions
of the various pion uctuations can bring these theories i@ good agreement with
some integral features of the E866 results, but quantitater agreement is di cult.[10]

Chiral models are conceptually similar. In these models thealence quarks uc-
tuate into pions (u! *+dord! + u), producing a quark-antiquark pair of
the necessary avor. Again, since there are more valence upagks, we expect to see
more down and anti-down quarks generated through this prose[11] On its own, the
simple chiral model predicts a constant value for the rati@=u, needing additional

parameters in order to reach decent agreement with the E866ault.

140Other mesons also contribute, but the largest contributions to the e ect come from pions.
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Instanton models have a di erent mechanism. The name of the mdel refers to
theoretical quasi-particles in QCD that represent discret rather than perturbative
uctuations in gauge elds. Quark collisions with instantons produce newgq pairs of
a di erent avor. Once again, the extra valence up quark dries thed=u ratio above
unity.[12] Unfortunately this model also predicts that theratio should continue to

increase at largex, which is strongly disfavored by the data.

1.3.2 Measuring with W production

None of these theories on its own completely describes thastixg data. Here, ad-
ditional experimental input will provide guidance to the net generation of models.
Since W production couples to these quarks directly and exdlively, it has direct
access to the ratio, and at very highQ? compared to xed target experiments. In

terms of xg, we can write the ratio of W and W production as

_ d=dxg (pp! W'+ X) _ u(xa)d(xz) + d(x1)u(xz)
d=dxe (pp! W* X) u(xg)d(xz2)+ d(X1)u(xz)

R(Xe) %*(xp) (1.13)

In the forward region, xg >> 0 (X; >> X ,), the antiquark PDFs become small, so

we can neglect those terms:

u(x1)d(x2)

RO >> 0 (xdi)

(1.14)
While in the central region, jxgj << 1 (X;  Xp), we can make the rather blunt
approximation that x; = X,:

u(x)d(x) + d(x)u(x) _ u(x)d(x)
u(x)d(x) + dx)u(x)  u(x)d(x)

R(xg =0) = (1.15)
Various model predictions forR(xg) at RHIC and LHC energies are shown in gure
1-4.[13] Unfortunately, since we cannot measure the neutd in the W! e decay,
we cannot uniquely reconstructxg. The pseudorapidity of the decay lepton, ¢ =
Intan( =2) is an imperfect proxy, convolving the cross sections ab®wvith the

angular dependence of the decay. In this case;, and henced(x)=u(x) cannot be
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Eigure 1-4: Various model predictions foR(xg) and the associatedR(ye), shown at
s of 500 GeV (left) and 14 TeV (right). Itis interesting to notethat the disagreement
between the models at lowr is dramatically reduced at the higher energy (the scales

for R(y) are shifted to show shape more clearly).

directly extracted. The resulting R(ye)®® still contains information on the ratio. In
particular, a measurement oR at central rapidities will reduce uncertainty in a region

where competing models have large variation.

1.4 uand d

Access to up and down quarks and antiquarks in a polarized tder also allows us
to measure polarized PDFs, in particular giving more direcaccess to the antiquark
polarizations than is available to other channels. This aws W production to weigh
in on the open question on the magnitude of antiquark polared PDFs: By assuming

the sea quarks were approximately unpolarized, Ellis and &ashowed that it was

15 is used for pseudorapidity whiley is the symbol for rapidity. At high energies the two converge
and is more convenient for discussion of experimental measuregnt.
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Figure 1-5: The EMC Spin result for g(1), which stands in std contrast to the Ellis-
Ja e prediction. This measurement sparked a series of othexperimental attempts
to nd the ‘missing’ spin.

natural to expect that the quarks would carry around 70% of th proton spin.[14] This
prediction was soon checked by the EMC experiment, which usgolarized muon
beams derived from CERN's SypS to probe unpolarized and paized targets. Their
measurement ( gure 1-5) correspondedtoa =0:126 0:010 0:015, signi cantly
smaller than expected, and in more reasonable agreement hwithe idea that the
quarks carry no net spin at all.[15] This result was often clagd the “spin crisis'®,
and there was a corresponding theoretical and experimentaish to nd the "missing'
spin. Independent methods of measuring and its componens, as well as gluon
and orbital angular momentum contributions were needed. Aatural question in

light of the d=u behavior is how the polarized PDFs for these quarks behave.

18\There is a widespread impression in the particle physics comunity that something is wrong
with the spin of the proton"[16]; \The EMC result (ifitis tru e) poses problems for our understanding
of proton structure... if [it] had been available in the 1960s we might have abandoned the quark

model altogether!"[15], etc.
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1.4.1 Theory

The same models that are used to explain the behavior dfx)=u(x) can also naturally
generate various levels of polarization in and d [17]: Valenceu quarks are known to
have a primarily positive polarization, so the Pauli-blockhg mechanism will tend to
causeuu pairs produced in the sea to have tha quark polarized opposite this. If such
pairs are spin singlets, this will cause u > 0, and d < 0 by the same reasoning.[18]
For chiral quark soliton and meson cloud models [19] it is psible to generate
avor asymmetries of similar sizel’ Various global ts to the available data are

shown in gure 1-6.

1.4.2 Measuring with W production

The STAR experiment's standard approach to measuring polered PDFs is the use

of the double spin asymmetry of semi-inclusive nal stategsdm QCD interactions,

++ + +
+

A (1.16)

++ 4+ + + + +

where the superscripts refer to the helicity states of the twvprotons. For a semi-
inclusive hadronic nal state Y, from a theoretical perspetive this can be factored®

into the convolution of the polarized and unpolarized PDFs (f ,f), the polarized
and unpolarized partonic cross sections (%} *) to various partonic nal states, and
the fragmentation functionsD{’ describing the probability of that partonic nal state

producing the chosen hadronic nal state Y:

P
f=aq;
AL = £.9:9:9
f=g.0;9

fa fo dn fafo! fX DfY
fa fb dnfafp! X D])(

(1.17)

The relative in uence of the various initial states can be taed by careful choice of

nal hadronic state but, due to the ambiguous fragmentationfunctions and wealth

7n this sense, theoretical e orts have already reduced thecrisis' to a “puzzle', which is the term
used more recently to describe research in this area.

BDespite the heuristic sensibility of this, it is by no means giaranteed that QCD will allow such
factorization in general.
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Figure 1-6: Various models of the relative polarizations af and d, shown as their
di erence. The trend toward a u largerthan dis in qualitative agreement with the
phenomenon of Pauli Blocking, and with other mechanisms wieesea quark avor
asymmetries are driven by the presence of a second valencelhe red dotted line is
u), which shares the same arguments for its shape.

the spin-averagedx(d
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of production mechanisms for partonic nal states, in genat A, measurements are

uncertain combinations of all quark and gluon polarized andnpolarized PDFs.

The double asymmetry is required because QCD respects parit ™ = ,

+ —_

= *). In contrast, W production maximally violates parity, and hence pro-

duces nonzero single-spin asymmetries:

++ + + +

AL ++ 4 + t o+ + = + 4+ (118)

In the second equivalence, the spin of one proton is implisitsummed over. Writing
this out in terms of polarized PDFs,
u(x)d(xz)  d(xu(xz) ~ Dy

AL = (1.19)
u(x1)d(xz) + d(x1)u(xz) N Dy

where " is the production cross section with its dependence oax,=(x; + X,), and
Dy, is the function describing the relation between the nal obsrvable, Y, and the
W properties. For illustrative purposes we consider the caswhere the W itself is
reconstructed O\v = 1). In analogy to the treatment of d=u, we look at xg in
various regions and make the same simpli cations: fot >> 0, we havex; >> X »,

and similar for the reverse. The results are dramatically siple:

ALle >> 0)= o
AL(xg << 0) = % (1.20)
and for j[xg] << 0 we setx; = X,
AL(xe = 0) = u(x)d(x) d(x)u(x) (1.21)

2u(x)d(x)

The results forW simply exchangeu $ d.

Once again, without being able to see the neutrino, we cannogconstruct the W
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entirely and must use the decay lepton as its proxy:

L u)dxe)  dxu(x) 22 (1+cos )?

u(x1)d(xz) + d(xg)u(xz) o2z (L+cos )?

X1+ X2

(1.22)

— o,
|

where X1X,=(X1 + X;) is the only portion of * that doesn't directly cancel out, and
(1 +cos )? is the equivalent of the fragmentation function. The resulis once more
smeared out, though the underlying dependence on the poleed PDFs remains,
with the heuristic that at forward and backward rapidities the asymmetry is sensitive
to the quark and antiquark polarizations individually;'® and at central rapidities the
asymmetry samples a combination of the two. Model predictis for the asymmetry as
a function of xg and ¢ are shown in gure 1-7. In contrast to the ratio measurement,
here the more powerful discrimination between theories agas in the forward and

backward directions with respect to the polarized beam.

1.5 Summary

The W production mechanism in a polarized collider settingllows us to explore two
currently open questions about antiquarks within the prota. Measuring w+= w

will help constrain d(x)=u(x), while measuringA_ for W* and W will constrain the
polarizations of those antiquarks, in both cases helping mgie theoretical understand-

ing of the proton's internal dynamics.

®The (1 cos )? dependence fore means that while the sign ofxg correlates with the sign of
e , the relationship is ipped for the positron case.
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Figure 1-7: DSSV model predictions foA, (Ye), shown at p§ = 500 GeV. These
are shown as the solid line with green bands representing @ntinties from the
PDFs. For comparison, the asymmetries from the GRSV standdiand GRSV valence
scenarios are also shown. The light-dotted lines represehe predictions if d=dis
forced to be +1 atx = 1 (the xq refers to the point where thed polarization is
assumed to cross the x axis).
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Chapter 2

RHIC and Polarized Beams

In order to measure spin asymmetries a polarized beam is nedd In addition to its
namesake purpose of colliding heavy ions, the Relativistiteavy lon Collider (RHIC)
is currently the only accelerator capable of producing higanergy beams of polarized
protons, and so is currently the only place where the measunents proposed in earlier
sections can take place. The accelerator complex ( gure 2-ihcludes a polarized
source, as well as a series of linear and ring acceleratorsl @ransition lines before
nally feeding into the RHIC ring itself. RHIC has six experimental halls, one at each
equally-spaced crossing point of the two beamlines. Locdtat one of these collision
points is the Solenoidal Tracker At RHIC (STAR), where the d#a for this work were

collected.

2.1 Generating Polarized Protons

The rst stage in the production of RHIC's polarized proton beams is the Optically
Pumped Polarized lon Source (OPPIS), shown in gure 2-2.[2@5aseous hydrogen
is ionized in an Electron Cyclotron Resonance (ECR) cavityral extracted as a few-
keV beam. This beam passes through an optically pumped rulioh cell! where some
fraction of the hydrogen ions will pick up electrons. After e cell, charged particles

are swept from the beam with electrostatic plates, leaving eutral H beam with very

LIn this case, optical pumping uses tuned laser light to polaize the unpaired electron in rubidium.
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Figure 2-1: An overhead view of the RHIC complex layout. Thedam is generated
at the Polarized H source then accelerated through the LINAC, Booster, and AGS
before being transferred to the RHIC ring itself. Throughouthis process the spin
is maintained by Siberian Snakes and measured by polarimete The STAR experi-
ment lies at the 6 o'clock position, anked by spin rotators hat can shift the beam
from transversely to longitudinally polarized and back in oder to supply the beam
orientation needed for longitudinal spin measurements.
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high electron polarization. This beam passes through a magic eld reversal region
to transfer the spin from the electron to the proton, and therthrough a sodium jet
vapor cell to produce polarized H ions. Starting with the 99% polarization in the
rubidium cell, each stage of OPPIS is designed and tuned togserve as much polar-
ization as possible. A radio frequency quadrupole acceltra the polarized beam into
a 200 MeV LINAC, where the electrons are stripped, leaving ¢ nal, transversely
polarized proton beam to be fed into the Alternating GradienSynchrotron (AGS).
The OPPIS and LINAC re at roughly 1 Hz, signi cantly faster t han the 3 second
cycle in the AGS. Pulses not sent to the AGS are instead direadd to the 200 MeV
polarimeter? for spin monitoring. During the 2009 running, this showed a@arization
of about 80%.[21]

2.2 Maintaining and Accelerating Polarized Pro-

tons

Acceleration to the nal energy of 250GeV per beam takes pladn two main stages,
the rst in the Alternating-Gradient Synchrotron (AGS) and the latter in the RHIC
ring itself. As a polarized proton travels through the varias accelerator stages, it
precesses in the magnetic eld it experiences. This is deiead by the Thomas-BMT
equation:

ds _

=S (6B +(1+ O)BY (2.1)

S is the spin vector of the patrticle in its rest frameB-, is the lab-frame magnetic
eld perpendicular to the particle's velocity and By is the corresponding parallel
component. G is the gyromagnetic anomaly of the proton,d 2)=2.

In a collider like RHIC there are imperfections as well as nessaryB) terms that
will kick the spin vector away from the vertical axis. If the fequency with which
a proton encounters that kick matches the spin precessiorefjuency, then the kicks

over many thousands of turns will add coherently and the poteation will be lost.

2This is a CNI p-Carbon polarimeter similar to those discusse in section 2.3.
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Figure 2-2: A side view of the Optically Pumped Polarized losource (OPPIS)[20].
Traveling left-to-right, protons are generated in the ECRthen passed through the
pumped rubidium cell where a portion of the beam will pick up plarized electrons.
A spin-spin interaction induced in the Sona eld exchangeshe polarization of the
proton for that of the electron, after which the neutral bearmacquires a second electron
in a sodium jet. The resulting H beam will be accelerated in the LINAC, stripped
of its electrons, and then accelerated across the same paianagain.
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about the vertical. (Taken from [23]).

At higher energies the spread in the spin tune grows larger,aking it more likely
that some portion of a proton bunch will pass through a depof&ing resonance. It is
critical to avoid these resonant conditions, which will be @nstantly changing during

the acceleration of the beam, as much as possible.

The main tool for this is a special magnet called a Siberian 8ke.[22] The mag-
netic eld of a ‘type-1' Siberian Snake smoothly rotates théransverse component
of the proton spin 180 (gure 2-3). This ips the transverse spin orientation of the
proton, so that on consecutive passes through a storage riagy spin kicks will be
the opposite of the kick from the previous pass, averaging twero. The longitudi-
nal component of the proton spin remains unstable, but thissisolved by a "type-2'
Siberian Snake, which ips the spin in the plane of the ring.n the ideal case where
the rotation is energy independent, the combination of thestwo snake types yields

a beam that is stable in theB-, direction.

The Siberian Snakes in the AGS are only partial snakes (a 5%da 20% \strong"
snake), so in that ring the spin rotation is less than 180on each pass. The beam is
hence not stable as for the two-snake set up, but the partiabtation is still enough to
prevent depolarizing resonances resulting from imperféahs, and enough to undergo
a complete spin- ip while passing through energy-dependeresonant conditions. The

AGS also uses a pulsed RF dipole magnet to mitigate the depofang resonances
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caused by horizontal focusing magnets.
RHIC itself employs two full Siberian Snakes in each ring. Ewn so, avoiding de-

polarizing resonances resulting from energy-dependentrtes requires careful tuning.

2.3 Measuring Polarization

For all polarized physics goals (as well as to verify the beliar of the accelerator) it
is important to monitor the polarization of the RHIC beams insitu. The method for
this is Coulomb-nuclear interference (CNI), which producea left-right asymmetry
at small values oft (corresponding to small recoil energy of a stationary targle By
measuring the scattering from such a target, the average wization of the proton
beam can be determined.

RHIC uses this e ect in two types of polarimeters. The rst, @lled the CNI
polarimeter[24], consists of a thin carbon ribbon that can é& moved transversely
through the proton beam, along with a set of compact detecterto measure the recoil
energy of the carbon nuclei. Although the density of the cadn target means a large
total cross section, and hence allows a relatively fast (aweminutes) measurement,
it also slows the recoiling nuclei and prevents the CNI polaneter from supplying an
absolute measurement of beam polarization. RHIC has a totaf four such polarime-
ters, two in each beam, with some horizontal and some vertictargets in order to
measure the beam polarization on multiple axes.[25]

To properly calibrate the analyzing power of the CNI polarireters, a polarized
hydrogen-jet polarimeter is used. The physics behind the msurement is the same
but, with a polarized (and very rari ed) target, the asymmetry can more easily be
related to an absolute polarization. Unfortunately, it tales a great deal longer (several
hours) to generate su cient statistics. A polarization meaurement was made at the
beginning and end of each Il using the CNI polarimeters. Pévdically over the
course of the run a Il was dedicated to the h-jet polarimeteso that the CNI could
be calibrated. At 500 GeV, the average polarization was rotaty 40% in each beam,

with a systematic uncertainty of 9.2% for the sum of the two plarizations.[26]
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Chapter 3

The STAR Detector

The STAR experiment itself is a suite of detectors assembleatound the 6 o'clock
collision point on the RHIC ring. A full description of all these components is beyond
the scope of this paper, but pertinent components for the W atysis are the Time
Projection Chamber, Barrel Electromagnetic Calorimeterand Endcap Electromag-
netic Calorimeter ( gure 3-1). An upgrade to the tracking, the Forward GEM Tracker

(appendix B), will also play a role in future measurements.

3.1 The Time Projection Chamber

The centerpiece of the experiment and of most physics progna at STAR is the Time
Projection Chamber (TPC), which provides charged particlgracking and particle
identi cation at central rapidities up to j j  1:4. It consists of a 4.2 m long, 4 m
diameter cylindrical volume lled with P10 gas (90% argon, @% methane) divided
in half by a Central Membrane and instrumented at each end ( gre 3-2). The entire
device is inside a 0.5 T magnet. As charged particles passdhgh the chamber they
ionize the gas and bend in the magnetic eld, producing a cued track! A large
voltage is maintained between the central membrane and thestrumented ends of

the cylinder so that the electrons from the track drift towad the endcaps (and ions

1The magnetic eld also keeps the drifting charges in focus, § ensuring that they move in tight
circles and maintain the same ¢, ) coordinate as they move alongz.
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Figure 3-1: A cut-away view of the STAR detector. The centralolume is the TPC,
divided into two tracking regions by its central membrane. Aound this (darker gray)

is the barrel calorimeter (BEMC), matched by the endcap calameter (EEMC), the

disk on the right side of the image. Outside of the calorimetg are the poletips and
the yoke of the solenoidal magnet.

toward the central membrane). The uniformity of the electrt eld inside the TPC
is maintained by electrically separated metal bands in theuter eld cage which are
kept at a constant voltage by a resistive chain, providing aniform drift velocity of
5.5 cm/ s for the electrons (and a signi cantly slower one for the ia@). The readout
planes themselves are similar in design to multiwire proponal chambers (MWPCs).
Each endcap is divided into twelve azimuthal sections eachprresponding to hours

on a clock face. These sections consist of a pad plane and sdwire planes.

The rst layer is the Gating Grid. These wires are either all &#the same voltage
(open) or alternating voltages (closed) (the resulting et#ric elds are shown in gure

3-3). To take data the gating grid is opened, and electrons ifirthrough unde ected.

The middle wire layer serves as the ground plane of the TPC firivolume, with
the closest wire plane having a voltage large enough to crean ampli cation region.
When the gating grid is open, electron clouds from the origah track pass the ground
plane and avalanche in the large V between these two wire layers. The gating

grid is kept open for 40 s, long enough to allow the electrons from near the central
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Figure 3-2: The TPC, shown without any other detectors. Chayed particles pass-
ing through will ionize the P10 gas. The volume is divided inwo by the central

membrane, which also serves as the cathode for the electrield along which the

freed electrons will travel. When they reach one of the endgs, these electron clouds
encounter a much stronger electric eld, avalanching and pducing a measurable
response on sense pads.
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Figure 3-3: The Gating Grid states, showing the “open' elaat eld con guration on
the left, "closed' on the right. While open, the grid is neayl electrically transparent.
When closed, the majority of charged particles will be unablto pass, though ions
very close to the grid when it switches states may leak throtig

membrane to reach the anode plane, and is then closed to mimm@ the number of
ions drifting back across the length of the detector. This thing is the strictest limit
on how rapidly events can be recorded.

The signal is read out from the sense pads, which see an indilicemage current
as the electrons from the avalanche are captures on the wirékhis signal is divided
into time buckets which, using the known drift speed and the @sition of the pad,
measure the three dimensional position through which the iginal charged patrticle
passed. In reality, translating these position measuremisninto a picture of the event

is somewhat more complicated, for reasons described below.

3.1.1 Pile-Up

While the gating grid is open, the collider continues to prade collisions. lonization
from these collisions, as well as from collisions that begdnfting before the gate was
opened, will all pass through the grid and be recorded. Thes®cks, not associated

with the event for which the gating grid was opened, are refexd to as pile-up tracks
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and are a considerable concern. Since the start time for thamincorrect, these TPC

hits will appear o set in z from their true, original positions.

3.1.2 Calibrating the TPC

Beyond simply detecting the presence of charged particlébe TPC measures both the
energy deposited per unit length (dE/dx) and the momentum othe particles passing
through it. The latter measurement hinges upon the ability © accurately reconstruct
the direction and the curvature of the tracks. To do this the PC must be calibrated
to account for variations in local elds as well as in the comgsition of the gas, all of
which a ect the drift speed and direction. The calibration tses a sample of known-
straight tracks provided by illuminating aluminum strips on the central membrane
with a laser. Electrons are freed from the strips, resultingn straight lines of charge
(matching the aluminum strip geometry) that drift through the TPC like normal
tracks. These laser events can be reconstructed to account the time-dependent
variations expected. At low luminosities it might su ce to reconstruct the tracks
in time with laser events and correct their curvature to the gpected straight lines,
but in the 2009 dataset the high luminosity poses several aidnal challenges to

reconstructing tracks in the TPC: Space Charge and Grid Leak

3.1.3 Space Charge and Grid Leak

Both Space Charge and Grid Leak are e ects that a ect the path traveled by electron
clouds in the TPC. Space Charge is the distortion due to the su of all the charge
drifting toward the cathode and anode, while Grid Leak refex specically to the
charge sheets that escape from the edges of the Gating Grich. dn empty detector,
the ionization trail of a single track will drift essentially in a straight line parallel to

the beam, but with more and more ionization from other tracksthe electric eld in

the TPC develops more shape, and the resulting track at the agout plane is altered
from the ideal.

In this dataset the combined e ects of these two sources of amlly-dependent
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charge were large enough that if they are not included in thedcking algorithms, the
majority of real tracks will be too distorted to be reconstrated at all. In particular,
the eld distortions are very large near the radial midpointof the TPC, where the
gating grid geometry has a slight gap in order to preserve thgpacing between the
grid and the readout plane. Here it is possible for ions fromhé acceleration region
to escape and drift back across the entirety of the TPC, redurig in a cylindrical
sheet of charge that at high luminosities is not negligiblealong with other features
associated with other edges and corners where signi cantasige can leak out.
Space Charge and Grid Leak are dealt with in an iterative faghn, focusing on sen-
sible physical goals, like minimization of the average dmhce between the outermost
point of tracks in the inner pad rows and the innermost point btracks in the outer,
in combination with agreement of the curvature (and hence nasured momentum) of
the two segments. In 2009 improvements to this methodologyeve very successful
and, despite the much higher luminosities associated witlhé 500GeV running, the

TPC tracks provided high- delity curvature information.

3.2 Barrel Electromagnetic Calorimeter

After particles pass through the TPC, they reach the Barrel Eectromagnetic Calorime-
ter (BEMC, or frequently "Barrel’), a sampling Pb-plastic @lorimeter arranged in
a cylinder around the tracking volume (gure 3-4) and insideSTAR's namesake
solenoid. It is divided into 4800 projective towers, 0.05x05 in , covering full
azimuth and 1< < 1 forthe nominal vertex. Each tower is composed of 21 layers
of scintillating plastic alternated with 20 layers of Pb, eah 5 mm thick, for roughly
20 radiation lengths of material

Particles passing through the BEMC will shed energy througla variety of pro-
cesses depending on their momentum, with the vast majorityf this energy loss taking

place in the denser Pb layers. Until charged particles are nyelow energy the dom-

2This is interrupted at a depth of approximately 5 radiation | engths by the Barrel Shower Maxi-
mum Detector (BSMD) which provides signi cantly improved s patial resolution for electromagnetic
showers at the cost of energy resolution, and is not used in ik analysis.
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Figure 3-4: The BEMC Design, with a schematic view of one of ¢hmodules. Each
module contains 2x20 towers, two of which are exposed in thiew. The alternating
layers of Pb and scintillator can be seen, as can the showerximaum detector (BSMD)
located roughly 5 radiation lengths in from the front face.
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inant mechanism will be bremsstrahlung, the emission of ptams as the particles
de ect in the atomic electric elds. While the average energ of such photons is very
small for heavy particles E / 1=m?), for electrons and positrons bremsstrahlung
photons carry o a signi cant portion of the particle's momentum. Photons with
more than about 100MeV of energy will pair-produce, dividig their energy into a
new electron-positron pair.

The result is an electromagnetic shower where each partidglits its energy be-
tween two new particles at each stage until the average engrger particle is below
some critical thresholdEc 7 MeV, at which point absorptive processes begin to
dominate. The development of this shower is characterized Ithe radiation length,
X, Which is the length over which a particle loses 1/e of its ergy, and the Molere
radius Ry, de ned as the radius of the cylinder in which 90% of the showauvill fall.
For a sampling calorimeter, both of these terms are dominateby the contribution
of the Pb layers, which have &, 2 cm and aRy 1.6 cm (signi cantly smaller
than the tower size).

While the Pb layers drive the formation of the shower, the emgy of the particles
is sampled by the scintillating layers of the calorimeter. Tis scintillation light is
routed through wavelength shifting bers to photomultiplier tubes (PMTs) located
outside of the STAR solenoid. These sum the light from eachyler and produce a
proportional current pulse. The ADC value read out is the diijized integral of the
peak region of this pulse. From prototype testing, the expésd resolution at nominal
gainis EEE  14% E 1:5%, corresponding to 3% at the energy scales of W
decay leptons.[27]

3.2.1 Calibrating the Barrel

Ideally, the BEMC is set so that the highest possible ADC regmse corresponds to a
transverse energykEr, of 60 GeV. Di erences in the individual PMTs or their voltages,
however, can dramatically alter the gain of a tower. Normating the towers for use
in analysis proceeds in two steps, starting with a relativeadibration to normalize the

responses of each tower to the others, followed by an abselalibration to determine
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the actual energy corresponding to a given ADC value.

The relative calibration takes a large sample of events in tawith isolated tracks
that enter and exit through the same tower. By further requing that the tower
contain the entire showet, the resulting sample is predominantly minimum-ionizing
particles (MIPs).* The energy spectrum of such showers de nes the MIP peak, whic
should be uniform for a given pseudorapidity, hence each tewin each ring is
scaled so that the MIP peak occurs at the average position ftinat ring. With the
towers normalized with respect to each other, the absolutalibration is done using
electrons and positrons. At low energies, these particlearcbe identi ed with high
con dence using the dE/dx value of their TPC tracks, providng a pure sample of
particles with known momentum that will produce purely eletrtomagnetic showers.
The E/p distribution of these showers is calculated for each ring using the nominal
gain value and the corrections from the relative calibraties. The reciprocal of this
value, modi ed by a term to account for energy leakage betweeowers and energy
loss between the TPC and the BEMC, will correct each tower sdat the E/p ratio
is 1.0, as expected for the selected particles. This abs@utalibration predominantly
samples energies in the 1 GeV range, well below the energies of interest for the W
program. A discussion of high-energy corrections can be falin section 4.3.2.

The result of the calibration is a table containing the correted gains for each

tower. In 2009 the systematic uncertainty associated withhiese gains was:2%.[28]

3.3 Endcap Electromagnetic Calorimeter

The Endcap Electromagnetic Calorimeter (EEMC, or frequety "Endcap') extends
the calorimeter coverage in the forward direction, from:086< < 2:0.[29] Like the
BEMC, this detector is projective in , divided into 60 segments in and 12 in

.5 Since the shape is a disk instead of a barrel, the cartesiazesiof towers in each

3i.e., all neighboring towers show no signi cant energy above peéstal

4*MIP' refers to the minimum of the Bethe-Bloch equation. Most charged particles (other than
electrons and positrons) at STAR will have energies that putthem in this range.

5The divisions in  are not quite even, varying from = 0:057 to = 0:099, but this does
not a ect the analysis.
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plastic
scint.

Figure 3-5: The EEMC Design, with a schematic view of one of ¢hmodules. The
endcap is divided into sixty slices (half as many as the barrel), with twelve
divisions. The layered construction is similar to the barre though the SMD is based
on plastic scintillators rather than the barrel's wire charbers.

subsequent ring is smaller than the previous, but beyond this di erenceghe overall
design is similar ( gure 3-5). Each tower consists of 24 lage of plastic scintillator
and 23 layers of Pb, interrupted by an SMD at a depth of severahdiation lengths.
Light from the scintillator layers is routed to the back of the STAR solenoid's poletip
where it is mixed and fed to PMTs, with the resulting current plse integrated to
form the ADC response of that towe. The design energy resolution for the endcap

is comparable to the barrel, E=E 16%=IO E 2%.

6In addition to the sum of all layers in a tower, the energy depaited in each of the rst two
scintillator layers is measured separately, as is the lastdyer of scintillator. This allows some addi-
tional discrimination between photons, electrons, and hadons based on where their showers begin
and end.
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3.3.1 Calibrating the Endcap

Unlike the BEMC, a signi cant portion of the EEMC lies beyond the useful range
of the TPC tracking. Without being able to extrapolate tracks out to the endcap, it
is impossible to isolate a MIP sample for calibration. Instd, a broader sample is
used for the EEMC tower spectra. As with the relative calibraon for the BEMC,

it is assumed that the shapes of these spectra above pedestabuld be the same for
each ring, so the scaling procedure is analogous. An absolute ibghtion is more

complicated, since without tracking no other measure of moentum is available. This
limits the accuracy of the Endcap energy response, which canly be scaled to the
assumed nominal gain. It was possible to verify the stabiitof the absolute gain over
time by comparing the previously mentioned slopes in di emd portions of the 2009
500GeV run. Discrepancies in the slopes were tracked to ingper timing settings,

resulting in the ADCs integrating over the wrong portion of he PMT current pulses.
The EEMC gains for these were corrected back to the slopes thg the correctly-

timed part of the run.[30] The use of the EEMC data in this analsis is not strongly

energy dependent, limiting the impact of the choice of abadk gain.
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Chapter 4

Data

STAR took its rst 500 GeV physics data from mid-March to mid-April in 2009,

with an average polarization per beam of 38% and 40%. Durindnis, as is the
case with all modern collider experiments, a wealth of intesting collisions is buried
under an overwhelming number of uninteresting ones. Sincatd bandwidth is nite,

a triggering mechanism is always needed to rapidly lter outlearly uninteresting
events from the datastream, e ectively enriching the strem in a particular class of
interesting events. For the W program at STAR, this was accoplished in two stages,

referred to as LO and L2.

4.1 Triggering and Data Streams

Polled after every bunch crossing, a series of FPGAs collebe ADC of every BEMC
tower and forward the largest response onward. The LO triggécalled \Barrel High
Tower 3", or BHT3) res when the most energetic single tower &s anE;  7:3 GeV'!
Events that pass this requirement will be recorded, meanintpe TPC will be read
out.

At this point, the bottleneck for recording has already beercommitted to, and

data from the detectors can be assembled into a more complgteture of the event.

1Since this is done during the data collection, it predates tte calibration of the barrel and hence
is computed with nominal gains. In terms of the properly-calbrated gains this threshold will have
a small spread around the nominal value.
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The BHT3 trigger will be predominantly QCD events with energes around the thresh-
old energy. W decay events will be included, but vastly outrmbered. In order to
maintain a nimble dataset, a second requirement (\Level 2 Beel W" or L2W) is

applied by searching the BEMC towers for 2x2 patcheéswith one tower E; > 5

GeV and the sum of all four towers havindg=t greater than 13 GeV. This is well be-
low the expected energy distribution for W decays, but red@s the amount of QCD
background. Events that pass this additional requirementra sent to a special data
stream, allowing the W analysis to focus on a relatively smiasample compared to

the total data recorded during the run.

4.2 Absolute Luminosity

For the cross section measurementthe total integrated luminosity of the overall
dataset is needed This is determined by an analysis of the @dom-accept L2W trig-
gers, which are an unbiased sample of BHT3 triggers. By impog the BHT3+coincidence
condition (see appendix A) on these events, we can count thegulations in three
categories: Events that occur when two lled bunches collg] events that occur when
the yellow beam is absent, and events that occur when the bllieam is absent. The
abort gaps give a measure of how many single-beam backgrowwents we expect, so

we can remove that from the number of good BHT3+coincidencesents:

110 P
N BHT+coin — N é?qwncoin ?(N Gapl + N Gapz) ::-:3
e

(4.1)

where Ngurscoin 1S the corrected number of BHT3+coincidence event g, .oin 1S
the number found in the data, Ngap: is the number that occurred during the rst
abort gap (and similar for the second)Pgnt3 = 50 is the prescale factor on random
accepts (the L2W trigger automatically accepted every 50tBHT3 trigger), and f ge;
is the fraction of the BEMC working during that run. The 110=8 factor scales the

2A 2x2 patch of towers is the smallest cluster that will necesarily contain the vast majority of
an electron's energy even in the worst case.
3and also to normalize certain background contributions
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Figure 4-1: The running integrated luminosity by day. The itegral for each individual
day is the di erence between consecutive bins.

number of abort gap events found in the abort gaps to the numb@f nonabort gap
bunches. The total integrated luminosity is

Z
X

which is shown as a function of day in gure 4-1.

4.3 Simulation

Although simple kinematic arguments give a heuristic way taeparate W-like events
from QCD-like ones, in order to develop quantitative cuts teselect these events we
need a sample of known Ws. Since the decay is well understodtdis reasonable
to use simulated W decays from thd’ythia Monte Carlo package, with ageant
simulation of STAR mocking up the detector respons&.Such events can be used to

tune the initial algorithm and get rough estimates of the e dency of each step. They

4This is the standard approach to generating simulated data & STAR.
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Decay Mode | Newne | PYTHIA  (pb) |E. L (pb 1)
W I & + | 12707 98.7 129
W I e+ | 12501 32.9 380
W I+ | 6595 131.6 50.1
701 e'e | 13557 23.5 577

Table 4.1: E ective integrated luminosities of embedded siulation samples. Di er-
ences in number of events generated imply slight di erencésthe embedding samples
used. The e ective integrated luminosity is the number eves divided by the cross
section from Pythia.

will not, however, properly represent the detector conditins of the data, in particular
the large amount of pile-up (discussed in section 3.1) seenthe TPC. To account
for this, simulated W events are embedded into a sample of asge detector activity,
supplied through a so-called zerobias trigger. The zeroBi&rigger res at a xed rate
throughout data-taking, producing a set of events that are ot biased toward any
sort of reaction (and, in fact, will rarely have any high-enegy collisions) that will by
construction represent a set of average detector responseise. Each zerobias event
is used only twice per sample fotw* and W . With the full set of zerobias events,

the simulated luminosities for each sample are shown in tab#.3.

4.3.1 Simulation Weighting

A side-e ect of the xed trigger frequency is that the zerobas events underrepresent
the higher instantaneous luminosities in the data. To core for this, the embedding
events are weighted by the fraction of the total integrateddminosity in the actual

data that was taken at that instantaneous luminosity,

data
N i

NiMC

Wiumi;i = (4.3)

The distribution of reconstructed vertices in the simulatbn is also re-weighted to
match the shape seen in data, replacing the luminosity binsithr z,ex bins (Figure
4-2. The simulatedW ! e+ events will be used to evaluate the e ciency of the

various cuts used to increase the purity of the W signal, wialthe others are used to
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Figure 4-2: Reweighting of Monte Carlo data by instantaneauluminosity and vertex-
z distribution. On the right is the histogram of instantaneas luminosity for data
(black), uncorrectedW ! e + simulation (red) and corrected (blue). The left
shows the second normalization stage, comparing the digtution of the z-position of
the reconstructed vertex for data (black), simulation withluminosity correction (red)
and simulation with both corrections (blue). The same proakre is repeated for all
simulation samples. Note that the absolute normalizationsinot xed at this stage;
only the change in shape is important.

model the primary sources of non-QCD contamination in the ghal region. There is
an additional weighting term that applies to theW ! sample. Due to limitations
of the PYTHIA generator, ! e decays were treated as unpolarizedwhich

underestimates the background by a factor of:&2 0:15 for both charge states.[31]

4.3.2 High E+ Calibration

Although the electron calibration of the BEMC provides an abolute reference point
at the 1 GeV scale, this provides little guidance on the behavior dhe towers'
higher-energy response. At W-scale energies the electralestion criteria used for
that study no longer discriminate against other charged pécles. Additionally, the

uncertainty from the TPC tracking grows with transverse morentum, making that

SVersions of PYTHIA more recently available have a more soptsticated treatment of  decay
but here a correction must be put in by hand.
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an unsuitable reference for transverse energy.

Since the energies of interest are predominantly either ah¢ MIP scale or this
new scale, a second order term was added to the energy-ADCatin. This has
the advantage that the modi cation is necessarily very smhbkat low energy, so that
energies near the MIP scale, where the existing calibratias well-vetted will not
be signi cantly altered. Meanwhile, the energies at the W sde will shift nearly
linearly. The simulated events were processed with varyingalues of this correction
factor, then passed through the W analysis described in thelfowing sections, and
compared to the background-subtractéd W yield in data. A maximum likelihood
method was used to nd the best agreement. The resulting 0.0gbrresponds to a
fractional shift at 40 GeV of 7% from the gains provided by théow-energy t’ and
is applied to all the simulated samples.

The uncertainty for a maximum-likelihood method is the shif needed to increase

In(L) by 1/2, taken somewhat conservatively to be 0:01. Dependence on is
checked by dividing the data into two portions and comparinghe optima in those
two bins, 0.02in0< j j< 0:5and 0.05, B < j j< 1:0. This is taken as a systematic
uncertainty rather than treated as an -dependent correction. These uncertainties are
added linearly to the uncertainties from the LowE calibration terms earlier (section

3.2.1), resulting in a total e ective E1 uncertainty of 4%.

5Though electroweak background simulations are dependentrothe energy calibration, they cor-
respond to a small fraction of the total background and are ket static in this comparison.
"The shifts will obviously depend on the energy sharing betwen towers in the candidate.
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Chapter 5

ldentifying W Events

The L2W data are enriched in W e+ events compared to the entire dataset, but
they are by no means dominated by them. Through cuts, we expldhe kinemat-
ical and topological di erences between these decays andetipredominantly QCD-
generated background. Schematically, We" will produce a high-energy electron
track, and opposite that in  a high-energy neutrino that will escape the detector
undetected. In these events the beam remnant is unlikely toakie enough transverse
momentum to deposit energy in the calorimeters and so we camacacterize this as an
isolated electron-like track with a large amount of missingransverse energy due to
the neutrino (gure 5-1). Although QCD events will occasiomlly produce electrons
(or high-Pr particles that cannot be distinguished from them), the vasiajority of
these will be embedded in a jet. Similarly, the majority of QO interactions will re-
sult in reasonably balanced totaPr ( gure 5-2). Exceptions to these generalizations
are dealt with in the background section. The following semns describe the steps
involved in building potential W candidates and are dividednto three steps: ldenti-
fying the Primary Vertex, selecting isolated electron candates emanating from that

vertex, and selecting W-like events from those containingalated electrons.
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Figure 5-1: A sample W-Like event taken from data. The TPC shes a single high-
P track that emanates from the beamline and reaches the BEMC, atching a large
energy deposition in the towers there (tower height correspds to energy deposited).
The event is distinctly unbalanced, suggesting the presemof a neutrino, though it is
possible that the missing transverse energy was emitted atpseudorapidity outside

the TPC and BEMC coverage.
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Figure 5-2: A sample Jet-Like event taken from data. In conéist to the W-like event
in gure 5-1, this shows multiple tracks leading to energy deositions in the BEMC,
with a similar cluster of jets and tracks opposite the candite in azimuth. Neither
shower is compact or isolated enough to suggest a single ge¢ic electron, nor is
there an indication of missing transverse energy.
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5.0.3 Vertex

Starting with the L2W sample, the rst step in the reconstrudion of an event is
locating the position in the detector where the collision (ad hence W decay) occurred,
the Primary Vertex. The algorithm that does this work is caled the Pile-up Proof
Vertex nder (PPV).[32] Although the full workings of the algorithm are beyond the
scope of this thesis, some basic methods can be describedcadRethat the TPC
volume is populated with tracks from events occurring withi roughly 200 crossings
before and after the event that red the trigger. In order to cetermine which of these
tracks correspond to particles in the current event, PPV pdéorms numerous checks:
Tracks that cross the Central Membrane are given high con dee since only in-time
tracks can do this. Similarly, tracks that are matched to engy depositions in the
barrel or endcap calorimeters are given high con dence, sm they can be read out
for individual bunch crossings.

The primary vertex is de ned by a beamline constraint that denes the x(z) and
y(z) positions of the beams as they pass through STARand a likelihood function
that takes the weighted Z positions of all global tracks exapolated back through this
line (with a tolerance of 3cm). The weights depend on the nunelp and distribution
of TPC hits associated with the track and a multiplier for thehigh con dence tracks
listed above. The likelihood as a function of z will peak shply where multiple tracks
cross, indicating a possible vertex.

The likelihood of these vertices being associated with theiggered event is char-
acterized by a 'rank’ value. Primary vertices with a negatie rank are likely from
pile-up events and are rejected from the analysis at this ptgi The remainder of
events have either single tracks emanating from the vertery more than that, these
populations distinct in gure 5-3. Additionally, to keep the events reasonably con-
tained in STAR, the Z position of the reconstructed primary ertex is required to be
within one meter of the center of the detector. For the majoty of triggered events,

only one such vertex will exist.(The distributions for similation and data can be seen

1The beamline constraint is determined by a less-constraing t to the entire dataset, since the
beam paths are xed features of the collider.
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Figure 5-3: The distribution of PPV vertex ranks found in W MC and data. On
the left is the initial distributions, and the right the dist ributions for events that pass
all W selection criteria.

in gure 5-4)

5.0.4 Selecting Lepton Candidates

Each primary vertex (usually just one per event) is associatl with a set of tracks
that emanate from it. For a W! e event, we expect one of the resulting particles to
have two features: It is high-energy, and thus will have a higmomentum track, and
it's an electron (or positron) and thus will have a compact, ®ergetic shower where
it strikes the calorimeter. In order to have high con dencen the track, we look only
at successful track ts that use the primary vertex positionas well as TPC hits, and

impose several additional requirements

The number of TPC hits associated with the track must be grear than 15
(Ntpc hits > 15)

More than half of the possible TPC hits must be associated witthe track
(Ntpc hits :Npossible 0:51)

2These requirements are modi ed for TPC sectors where inner nouter padrows were not active
for some portion of data taking, sectors 4, 11, and 15 had modid inner radii requirements and
sectors 5 and 6 had modi ed outer radii.
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Figure 5-4: The number of good vertices per event in WMC and data.

The innermost TPC hit associated with the track must occur inthe inner half
of an inner TPC sector R,y  90:0cm)

The outermost TPC hit associated with the track must occur inthe outer half

of an outer TPC sector Rzt 1600cm)

The track must not be in sector 20 of the TPC, due to a bad calilation in that

sector.

These requirements discard very few events (as seen in guseb), though they limit
the range of pseudorapidity of the candidates, since events far forward or backward
(missing the barrel in either case) will exit through the end of the TPC before they've
reached its outer radius, and hence will not leave signalsémough pad rows to survive.
An addition to these track quality requirements, we also impse the rst cut,
discarding tracks that havePt < 10 GeV. This is well below the momentum expected
for a W decay, but is chosen to remove low+ background without approaching the
momenta at which the resolution of the TPC is diminished. Thaemaining tracks
are extrapolated to the barrel to identify where the assodiad shower should be, with
cuts on the energy depositions in the barrel to ensure it's osistent with an isolated,

energetic electron ( gure 5-6).
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imposed on them. In all cases, the cuts remove small numberfsewents.
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For an electromagnetic shower, the expected Molire radiua the BEMC is ap-
proximately 1.6 cm, much smaller than the size of a barrel ta@v. Even in the event
that a particle strikes a corner of a tower, this would still pt the entirety of the
shower in a 2x2 cluster of towers. To cover this worst-caseesario, we locate the
most energetic such cluster, with the caveat that the log-weighted centroid of the
cluster must lie within 7 cm of the extrapolated track. This equirement balances
the desire to have precise matching with the limited spatialesolution of the towers:
Showers contained in a single tower will have a centroid at ¢hexact center of that
tower regardless of where it strikes, so long as it is su cidly far from the edges. The
logarithmic weighting emphasizes smaller energies withdhrealization that there is an
exponential fall-o in energy transverse to the shower. Figre 5-7 shows a histogram

of the distance between cluster and track for W candidates.

We require that the summed transverse energy of this towerudter is greater than
15 GeV, in line with the expectation of a highly-energetic ettron. We also require
that this be a narrow shower, and hence that the amount of engy in this 2x2 cluster
be at least 95% of the energy in the 4x4 cluster centered on ig(re 5-8). This cut

also discriminates against electron candidates that are gaof hadronic jets.

To further remove electrons associated with jets the sample also required to
pass a nearside jet energy cut. We construct the total nead& E; as the sum of all
transverse energy depositions in barrel or endcap towerstwin a cone of radius 0.7
in ; space, centered on the candidate track, adding the transger momentum from
tracks® (with the exception of the candidate track itself) inside tfat same radius?
The Et in the 2x2 candidate cluster must be more than 88% of the totalearside

E+, corresponding to candidates not surrounded by a jet. The @tement of the cut

3The same quality requirements are imposed on these tracks. dditionally, the transverse mo-
mentum is capped at 10 GeV. Momenta above this are treated as@GeV in the summation to avoid
TPC resolution issues.

4The summing of tracks and towers in this fashion implicitly assumes that showers found are not
the results of charged particles, with the exception of the andidate track itself. Other subtraction
schemes will make di erent assumptions in order to minimizedouble-counting, since there is an in-
herent ambiguity in the absence of detailed EM and hadronic alorimetry. Along with the resolution
issues, this is a problem in jet reconstruction that the W andysis can safely sidestep, since we expect
minimal extra jet energy in our chosen W decays.
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Figure 5-6: A schematic view of track-cluster matching witlihe various cut features.
The candidate track is the red line, struck towers are markedreen (smallE+) or
yellow (large E+1) for illustration. The candidate track is extrapolated out to the
front face of the BEMC and matched to the tower it should havetsuck. The most
energetic 2x2 cluster of towers including this struck toweis selected (smaller black
square), with the shower centroid required to be within 7 cmfdhe track. The energy
in the 2x2 must be at least 95% of the energy in the 4x4 clustelafger black square)
centered on that. Additionally, the candidate 2x2 energy nmst be at least 88% of
the total energy from all towers and all other tracks inside @one of radius 0.7 (blue
circle and lines). In reality, the radius is roughly 14 towes. Note that this radius can
include endcap as well as barrel towers. For this event, tharbe deposition in the
4x4 will likely cause it to fail the cuts.
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Figure 5-7: The distance from track to cluster centroid, foclusters with summedEt

of at least 15GeV. The distribution for data is on the left, ad the W embedded
simulation distribution is on the right, with the algorithm's 7cm limit drawn in red.

Very few W events are expected to be lost in this cut.

| ratio (2x2/4x4) cluster ET vs 2x2 cluster ET (data) | | ratio (2x2/4x4) cluster ET vs 2x2 cluster ET (W MC) |

o 2x2/4x4

0.6

0.4

0.2

0O 10 20 30 40 50 60 70 80 90 100 0 0O 10 20 30 40 50 60 70 80 90 100 0
2x2 cluster ET 2x2 cluster ET

Figure 5-8: The shower narrowness (ratio of 2x2 to 4x4 clustenergy) spectrum in
data (left) and simulation (right). The cut requires that 95% of the 4x4 energy be
within the 2x2 tower cluster belonging to the candidate, caesponding to a narrow
electromagnetic shower.
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Nearside 2x2/Jet Fraction vs 2x2 ET (data) | [ Nearside 2x2/Jet Fraction vs 2x2 ET (WMC) |
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Figure 5-9: The spectrum of nearside Jet Energy in data (Igfand simulation (right),

after earlier cuts have been applied. This cut requires thahore than 88% of the jet
energy be within the 2x2 tower cluster belonging to the candate, strongly dis-
criminating against candidates that seem to be part of a lagy jet structure. The
simulation distribution shows that we expect very little exra jet energy for W-like
events.

can be seen in gure 5-9.

5.0.5 Selecting W candidates

At this point the only events that remain in our sample have islated charged tracks
leading to electron-like showers in the barrel. In a hermetidetector the remaining
cut would be to look at missing energy as the signature of ancaping neutrino. Since
STAR is not hermetic, we cannot strictly apply a cut on missig energy. The proxy
for a minimum missing energy in this analysis is the Signefé; Balance cu®.
Schematically, we wish to sum the transverse momentum of eyeparticle em-
anating from the primary vertex and compare this to the direton of the lepton
candidate from the previous section. For jet events a sigréant amount of energy
may be in the form of neutral particles, so tracks alone willot su ce. Here we use
a jet- nding algorithm to assemble tracks and struck towersnto jets. The transverse

momentum vectors of each jet are summed together with the eteon candidate to

5The variable might be more aptly named Pt Imbalance since larger values correspond to less-
balanced events.
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form the vector P+ balance. This quantity is projected onto the electron candate
direction to form the scalar SignedPt balance (shown schematically in gure 5-10).
For W events any residual jets will tend to have no nePt, so the sum will be
dominated by an electron on one side, and nothing oppositeiit azimuth. In contrast,
QCD events will tend to have jets opposite any high?; candidate. Any events with
a Pr balance< 15 GeV are rejected (gure 5-11). Given the limited range of
the STAR calorimeters and tracking, it is possible for QCD iteractions to produce
events where the away-side jet escapes detection. Such ¢éveare a major source
of background, but the Et spectrum for events surviving this series of cuts already
shows a clear Jacobian peak for the W (gure 5-12). A qualityut is set at 25 GeV
Er, since we expect very few W events to be below that, while thetkground grows

larger at smallerE-.

5.0.6 Charge Reconstruction

We have now identi ed W candidates in terms of the transversenomentum of the
decay electron. In order to present charge-separated obsdrles, we must rst de-
termine the charge of the candidate leptons. This is a triviaoutput of the track
reconstruction, which takes as given that particles have teger charge. Since we
know our leptons must beQ = 1, the more useful question is how well we can
determine the sign, which is the same as asking how well we gasolveQ=pr for the
track in question. Figure 5-13 shows this distribution for khtracks with reconstructed
Pt of at least 10 GeV, and already we see good separation.For @®ymmetry mea-
surement, where contamination by the opposite charge sigrould have a larger e ect,
a stricter requirement is imposed, requiring 01< 1=Pr < 0:11 0:0013 E+, cor-
responding to the approximate bounds of the bulk of the W candate electrons. For
the cross section analysis, which is less dependent on ideition, the distribution
can be roughly t by a double-gaussian to determine how many isidenti ed charges
we expect given the size of the sample. This amounts to 1%, which can be added
to the uncertainty of each population. We can now con dentlyseparate the earlier

yield into W* and W yields, shown in gure 5-14.
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Figure 5-10: The construction of thePt balance variable for an imagined event. The
jet- nder collects all tracks and Et depositions in towers into some number of jets,
shown as the orange circles. All resulting®t vectors (orange arrows) outside the
nearside cone de ned earlier (blue circle) are summed anddetl to the candidate
Pr. The resulting vector is projected onto the candidate dirg¢imn to produce the
ppalance yvariable, a measure of how lopsided the event is.
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Figure 5-11: The spectrum oP balance vs candidatd& ; in data (left) and simulation
(right). We reject any events with Pt Balance< 15 GeV, strongly discriminating
against events with visible away-side components. Eventstivno away-side appear
at the Py Balance =E+ line. In these plots all earlier cuts have already been apgti.
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Figure 5-12: The yield of W candidates after each step of thdgarithm, without
separatingW™ and W . The left shows the number of events surviving preliminary
cuts, while the right shows theE+ spectrum for the W selection cuts, with the growing
prominence of the Jacobian peak clearly visible.
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Figure 5-13: Charge separation in data. The left plot show®=P; for all good pri-

mary tracks. The right shows the same distribution as a funain of the reconstructed
cluster Et for events that survive all cuts, in both cases demonstratgngood charge
separation. The red lines show an additional cut imposed okis value in the asym-
metry analysis, which is more sensitive to misidenti ed chae.
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Figure 5-14: The charge separated yield of the W algorithmhewn for W* on the
left and W on the right. The yields from the two simulation samples areermalized
to the integrated luminosity in the data and shown with their respective signals for
comparison.
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5.1 lIrreducible Backgrounds

Although the cuts described in the previous section heaviljavor W events, the
identi ed signal region still has background contaminatio. This contamination can
be grouped into two categories, electroweak decays and QCibpesses. The former
types will contain actual high-energy electrons, with eitbr an inherent missing energy,
or an e ective missing energy due to the limited coverage offBR calorimetry. The
latter will contain electron-like (though not necessarilyelectron) objects, with an
away-side jet that escapes the detector su ciently to passhe pr balance cut. The
raw yield of the W algorithm contains: Good W events, other ektroweak decays
where disqualifying energy is outside of 1 < < 2 or not present, and QCD events

where disqualifying energy is outside of 1< < 2 or otherwise lost®

5.1.1 Missing Endcap

Perhaps the most obvious way to estimate and remove some ofstbbackground is to
exploit the symmetric nature of the collision. As describedh chapter 3, the STAR
detector is not symmetric in pseudorapidity, its endcap calimeter covering only
roughly 1< < 2 on the positive side of the barrel. Background events where away-
side jet energy in the endcap causes them to be rejected by t¥éalgorithm should
occur in equal number in the other direction in , where the lack of calorimetry allows
them to survive. Dividing into four segments in the of the candidate lepton, we
compare the nominal W vyield to the same yield calculated withut using the endcap
(gure 5-15). The dierence between these two yields is the umber of events in
each bin that fail because of the endcap. By ipping this distribution (! )
we produce the approximate number of events that would haveaifed in a ctional
second endcap, which can be subtracted from the raw yield,terding the range

for background exclusionto 2< < 2.

SNeutrons, for instance, will have no TPC track and do not usudly shower in the electromagnetic
calorimeter, so can look like 'missing energy"'
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1.0<h<-05, no endcap [1.0<h<-0.5, with Endcap 1.0<n<-0.5, only Endcap

Figure 5-15: The e ect of the Endcap on W Yield, shown for W+. e yield vSEt
in each bin is computed twice, once with the endcap excluded (leftand again with
it included (middle). The di erence (right) in the yield shows the number of events
that were vetoed because of energy deposited in the endcaghele ect of the endcap
is unsurprisingly stronger in the positive bins, which are close enough that their
nearside cones (as in gure 5-9) will extend into it.
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Figure 5-16: The E; spectrum of electroweak backgrounds. Both show signs of
structure, rather than the falling background expected in @D, though the peaks are
skewed from the expectedV ! e Jacobian peak.

5.1.2 Electroweak Backgrounds

The two main contributions to electroweak backgrounds haveeen identied as W !
(BR(W ! ) 11% and, e.g. BR(! e) 18%) andZ ! e'e (BR(Z !
e"e ) 3.4%) with an escaping electron. In both cases we expect suing lepton

candidates to have some structure of their own ( gure 5-16).

The embedded samples of these events are passed through theawdlysis cuts,
after which each is corrected for its own Missing Endcap ternthen scaled to the
total integrated luminosity of the data. For W, this yields an expected 5 1 events
from W ! and 13 1.5 events from Z decays (fow thisis0:2 0:1and 14 1.6,
respectively). The sum is shown vs lepton in gure 5-17. The uncertainties on
these terms are taken to be statistical, with an additional ystematic factor from
the Michel spectrum correction (section 4.3.1). After sulbacting this from the W
yield, the only signi cant type of background events expeetd are QCD interactions
where the energy that would make it fail to survive the W algadthm falls outside of

2< < 2.
Because these are scaled to the integrated luminosity meest above, the ex-

pected W yields inherit a systematic uncertainty equal to te luminosity uncertainty
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of 14%. The handling of this is described below (section %4}, and due to cancelation

between two e ects, the resulting systematic is relativelysmall.

5.1.3 QCD Backgrounds

It is possible to simulate the QCD jet spectrum and subtract lie result from the W
yield as was done for the electroweak backgrounds above, lthis would introduce
many new dependencies on uncertain values (jet energy scdlenctional forms). In
order to avoid this the QCD background is determined by anafing the data. Invert-
ing the Py balance cut described earlier (section 5.0.5) but maintaimg the rest of
the W algorithm cuts, we produce a sample of QCD events withatated, energetic,
electron-like jets that have a balancing away-side jet (gre 5-18). We expect that
the Py spectrum of these candidates is roughly the same regardlegsthe of the
away-side deposition, so that they can be used as a proxy fadkground events where
the second jet falls outside of the eta range described by thalorimeters. Once again
we repeat the procedure to correct for the missing endcap.

To normalize this background contribution, we isolate thedw Py range (15-
19 GeV, inclusive), subtract away the (small) number of exmpted W and Z events in
this range drawn from W simulation, and scale the data-drive P+ spectrum so that
it matches the remainder in that bin. To gauge the uncertaint in this shape the level
of the cut is varied across a wide range (10 GeV in 1 GeV steps from the nominal
value of 15), and a series of normalization windows are usgdX,17],[15,19],[15,21])
for a total of sixty di erent background shapes. The extreman eachPt bin are taken

to be the systematic uncertainty bounds. (gure 5-19)

5.1.4 Background-Subtracted Yields

After removing these background estimations from the algithm yield, we're left
with the yield from W decays alone. Figure 5-20 shows these @aomparison to the
yields from the simulatedW* and W samples scaled to the measured integrated

luminosity. The dependence on the integrated luminosity tht is introduced into
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Figure 5-17: TheE+ spectra of electroweak backgrounds for the di erent bins. The

process for correcting for the "Missing Endcap' is identitéo the data yield. The
distributions have been scaled to the integrated luminositof the data.
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Figure 5-18: The algorithm yield for a ipped Pt balance cut. On the left is the
familiar spectrum of Py balance vs candidateE+ in data, while on the right is the
Er yield of the events kept in this new ipped version. We rejecany events with
Pr Balance> 15GeV, removing allW ! e events and leaving only events where an
isolated electron candidate

the yields by the W and Z simulation samples is dealt with by ngeating the entire
procedure with the yield shifted up and down by 14%, the ressl of which can be

seen in table 5.1.4, which shows a relatively small e ect.

5.2 Reconstruction E ciency

In order to go from the background subtracted yield in data tathe number of W
events that are represented by that yield, the e ciency of tke various reconstruction
steps must be known. We can estimate this by comparing the Ydefrom the simulated
W sample to the initial generated quantities in a single ex@ssion, reco, but in order
to understand the systematic uncertainties that are involed it is more convenient to

factor the overall reconstruction e ciency into pieces:

reco — trigger vertex track cuts (5- 1)
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Figure 5-19: The data-driven background spectra for the namal normalization
(thicker line) as well as the maximal and minimal. These bous are taken to be
the largest and smallest values found in the set of 60 normadition schemes.
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Figure 5-20: The W yields vs after subtracting the Missing Endcap, Electroweak,
and Data-driven QCD backgrounds, shown with the scaled MC. fie error bars do
not contain the statistical uncertainty from the W ! corrections.

W™ shift W shift
(nom.) 14%| +14% | (nom.) 14% | +14%
1.0< < 05| 70.3 |-0.051| 0.051| 20.9 |-0.053| 0.053
05< < 0.0 | 100.7 | -0.046| 0.046| 23.3 |-0.186| 0.186
0.0< < 05 121.0 | -0.451| 0.451| 14.7 |-0.010| 0.010
05< < 1.0 80.8 | -0.279| 0.279| 26.7 | -0.049| 0.049

Table 5.1: The dependence of the background-corrected viglon the assumed inte-
grated luminosity. The numbers shown are the number of evesigained or lost by
shifting the luminosity by the labeled value. This shift ocars in two parts, rstin the
subtraction of electroweak backgrounds from the signal riem, then again because of
the subtraction in the region used to normalize the QCD datariven term. The ‘nom.’
column shows the total background-subtracted yield in thabin for comparison.
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Each term in this expression, from left to right, is a conditbnal e ciency on events
that have survived the previous's requirements, and is tréed individually.” In this
analysis, we calculate the total e ciency forwW ! e without imposing a cut on the
lepton's true P1.8 An alternate e ciency calculation for W ! e with P£ > 25 GeV

(and associated acceptance correction) is found in appexdt.

5.2.1 Trigger

The trivial zeroth step of the W reconstruction is to select oly events that pass the
L2W trigger. For the simulation this was done by simulating he LO and L2 triggers
in software. From the embedding sample we see an average eocy of 085 0:.017
for W decays and B6 0:014 forW*. Both stages of the trigger are essentially
energy thresholds, hence the e ciency is expected to be depent on the Et of the
candidate (as seen in gure 5-21).

The systematic uncertainty in the trigger e ciency was detemined by shifting the
gains in the simulation up and down by the gain uncertaintieslescribed previously
(section 3.2.1), while also shifting the nonlinear term byts own uncertainty (both
in the same direction to create the largest shift in energigs This results in a shift
of 0:01 in the lower Pt ranges that unsurprisingly drops to zero at higheiPr.
Conservatively, we apply this as a 0:01 systematic uncertainty to all bins. The

e ciency values are listed in table 5.2.1.

5.2.2 \ertex

The next component of the e ciency calculation is the vertex nding e ciency for
events that pass the trigger. The requirement is loose, caimg any found vertex

within the vertex cut described earlier (section 5.0.3) as auccessful reconstruction

"Although individual statistical uncertainties are shown for illustration, the nal statistical un-
certainty will not be the result of these in quadrature, since the terms are highly correlated.

8For the plots shown, we also require the lepton be within 1< < 1, in agreement with the
four bins used.
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range W* g stat. | W g stat.
1.0< < 05| 081 0:030 0:82 0.033
05< < 00 0:89 0:027 0:91 0:036
00< < 05 0:87 0:026 0:86 0:.034
05< < 1.0 0:81 0:029 0:79 0:.031
1.0< < 1.0 0:86 0:014 0:85 0:017

Table 5.2: E ciency of the LO+L2W trigger for simulated W events as a function of
lepton . A 1% systematic uncertainty is applied to all bins.

[ W+ efficiency vs h | [ W- efficiency vs h |
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Figure 5-21: Trigger e ciency as a function of and generated leptorPt in simulated
W* and W decays. The dierence in shapes is caused primarily by di ences in
the thrown spectra for the two decay types.
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range W* er Stat. | W et Stat.
1.0< < 05| 094 0.037 0:94 0:040
05< < 00 0:91 0:.029 0:92 0:.038
00< < 05 0:92 0:029 0:91 0:.038
05< < 1.0 0:91 0:.034 0:92 0:039
1.0< < 1.0 0:92 0:.016 0:92 0:019

Table 5.3: Vertex- nding e ciency for simulated W events as a function of lepton
. Vertices outside of thejZj < 100cm range are discarded as in the analysis of the
data.

for that event.® The average e ciency across all 1.0< < 1.:.0is 092 0:019 for
W decays and @2 0:016 for W*. Here we expect the largest contribution to
be from luminosity dependence, which is already accountedrfby the reweighting

applied to the simulation samples.

5.2.3 Tracking

For events with primary vertices, the tracking e ciency is de ned as the fraction of
events where the reconstructed track is within 0.1 in of the simulated decay, and
where that also can be successfully extended into the barr@lhe average e ciencies
here are 077 0:.018 forW decays and &7 0:014 forW*. As seen in gure 5-23,
there is no signi cant or E; dependence (as measured by the candidate's 2x2 tower
sum), which is appropriate for tracks that are e ectively staight. For the quality
requirements imposed on the track, there is a drop o in e ciecy at high track Pr,
which sensibly suggests that tracks with measureley > 100 GeV are likely to have
problems with their t (gure 5-24).

As seen in that gure, the reconstructed trackPr distributions in simulation and
data (in both cases for events that pass all algorithm cuts)ah't match the data
particularly well outside of the peak region . These discrepcies may be due to
QCD contamination in the data, but a conservative approachsi to treat this as a

systematic bias in the simulation. Reweighting so that the AP distributions match

9This is countered by a stricter tracking requirement that matches the track to the known direc-
tion of the decay in simulation.
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Figure 5-22: Vertex- nding e ciencies for simulated W™ (left) and W (right) shown
as a function of , Pr, and z of the simulated vertex.
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range W* qack  Stat. | W ya Stat.
1.0< < 05 0:74 0:032 0:75 0:.035
05< < 00 0:74 0.025 0:75 0:.034
00< < 05 077 0.027 0:77 0.036
05< < 10 0:72 0:.034 0:81 0:037
1.0< < 1.0 0:77 0.014 0:77 0018

Table 5.4: Track reconstruction e ciency for simulated W events as a function of
lepton . Vertices outside of thejZj < 100cm range are discarded as in the analysis
of the data.

lowers the overall tracking e ciency by 3%, which is taken ashe dominant systematic

uncertainty for this term.

5.2.4 Cuts

The remainder e ciency from the series of cut¥ is collected as a single term,:83
0:021 forW decays and &/6 0:016 forW* The energy fraction cuts should be
relatively independent of the total shower energy for elens in the Jacobian peak.
We do, however, expect to see energy dependence iniebalance cut and especially
in the 25 GeV threshold. The cumulative e ciency of these cut can be seen in gure
5-25. Once again, the energy dependence suggests that thrgdat systematic e ect
will be from variation in the BEMC gains. Varying the gains aml the nonlinear term
up and down by their respective uncertainties shifts the e @éency by about 3%, which

is taken as the systematic associated with this value.

5.2.5 Total E ciency

The systematic uncertainties from the preceding sectiongeaadded in two groups.
The trigger and cuts uncertainties are added linearly, simcboth stem from uncer-
tainties in the gains. This term and the systematic uncertaity from the tracking

e ciency are added in quadrature, since they are independénThe total e ciency

10These are: 1) track matches to cluster centroid, 2) 4x4 clustr energy is mostly in the 2x2
center, 3) most of the jet energy in a cone of 0.7 around the catidate is in the candidate itself,
4)Pt balance> 15 GeV in the direction of the candidate, and 5)Pr > 25 GeV.
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Figure 5-23: Track reconstruction e ciencies for simulatd W* (left) and W (right)
shown as a function of , Pt, and z of the simulated vertex.
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Figure 5-24: The treatment of the tracking QA systematic. Sice the QA require-
ments are designed to exclude events with poor t conditionst is natural to expect
the e ciency of these requirements (left) to be low at small £Pr (corresponding to
Pr 100GeV). The concern is that the track £P; distributions (center) for events
that pass all algorithm cuts in data (black) and simulation ¢ed) do not agree. Since
background types found in the data may have a di erentP distribution than the
simulated pureW decays, this may not indicate any bias. However, the backgrod
events cannot be separated from the W signal, so the consdiva approach is to
treat the discrepancy as a source of systematic uncertaintiReweighting by the ratio
of data/simulation (right) shifts the e ciency of the QA com ponent of the tracking
from 0:93% to Q90%. This 3% shift is taken as the systematic uncertainty on the
overall tracking e ciency.
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Figure 5-25: The total e ciency of all cuts beyond the trackng requirements for
simulated events that have passed to that point W* simulation is on the left and
is on the right, shown as a function of , Py, and z of the simulated vertex.
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range W* & stat. syst.|W  stat. syst.
1.0< < 05| 039 0018 0:.026 0:47 0.022 0:.031
05< < 00 0:45 0:.018 0:030 0:56 0:.025 0:037
0.0< < 05 0:49 0:.018 0:032 0:51 0:024 0:.034
05< < 1.0 0:43 0:018 0:028 0:47 0:021 0:031
1.0< < 1.0 0:44 0:009 0:029 0:50 0:.012 0:.033

Table 5.5: Total E ciency of the W analysis for simulated W events as a function of
lepton

for the W algorithm, with associated uncertainties, is showin table 5.2.5.

5.3 Cross Sections and Ratio

The preceeding sections are arranged to roughly follow therin the nal W cross

section is written in:

1 1
ol W I e ( ): KW(N data Nbackground) (5_2)
0

Using the measurements described in this chapter, we can t@rthe charge-separated
cross sections, (shown in bins in gure 5-26). The systematic error is calculated
by summing the systematics linearly into two terms, gy for the contributions from
electroweak and QCD background, and, for the contribution from the e ciencies.
These two terms are added in quadrature to produce the nal wertainties. The

scale uncertainty of 14% from the integrated luminosity itslf is kept separate.

5.3.1 Charge Ratio

In addition, we can form the ratio of these values, which is dictly sensitive to the
d=u ratio described in section 1.3. This has the advantage of miinating the sizable

normalization uncertainty from the measurement of the intgrated luminosity.

tot ) 1(N\(ljva£a; N\E)vai:lfground)

W+ _ W+,
w T G aNgE o) e
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Figure 5-26: The measured cross sections for W boson prodont W* simulation
is on the left andW is on the right, shown as a function of . The 14% systematic
uncertainty from luminosity is not shown.

5.4 Single-Spin Asymmetry

The remaining physics observable i8, the single-spin asymmetry that scales with
various combinations of polarized and unpolarized PDFs. g equation 5.2, for

each charge state we can write:

Nfata:(l-tot& tot) Ndata:(l—tot; tot)
A|_ =

1
.t P NPl g, )+ NRE(L . tor) (5.4)

where P = 40% is the average polarization across the data, and "+' and ' refer
to the helicity state of the polarized proton!! Instead of dividing the data into
bins, it is grouped into the four possible orientations of ta two proton helicites

(++,+ , +, ), with the same algorithm applied to cut away background.

The e ciencies are independent of the spin orientation of te protons, but since
the intensity of each proton bunch in the collider di ers, wemay have subtle shifts in
integrated luminosity by spin state that must be corrected ¢ prevent a false asym-
metry. The BHT3+coincidence trigger de ned and quanti ed in appendix A does

not have the statistical power necessary for this task. Hower, since the absolute

1At RHIC, both protons are polarized, allowing us to perform this measurement twice, in e ect.
In each case, one beam is taken to be polarized and the polastion states of the other are summed
together.
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blue beam| yellow beam # of rel. lumi

helicity helicity QCD events| error=1/ N
+ + 2467 1.022 0:020
+ - 2357 0:976 0:020
- + 2383 0:987 0:020

- - 2450 1:015 0:020

Table 5.6: Relative Luminosities for the di erent spin staes, taken from QCD events.

normalization will cancel out of the asymmetry, we can seleany spin-independent?
nal state. The relative luminosity monitor chosen is a set bevents disjoint with the

W signal:

The event must pass the L2W trigger.

The ratio of 2x2 to 4x4 tower Er must be below 0.95, the opposite of the W

requirement.

The 2x2 tower E+ must be below20GeV, again disjoint from the W analysis.

The yields, and hence relative luminosities, are shown intie 5.4.

Using the relative luminosities for each state, we de ne theelative cross section
for each charge stateM, = NY%@=L"e" (and similar for the other three helicity

states), and simplify:

w+ T 4 + _ 1 My + M, M . M

APl = = 5.5
- w+ T 4+ F + I:)blue Muy + My + M L+ M ( )
The asymmetry taking the yellow beam as polarized is similar
+ 1M M, +M M
Aye”ow — ++ + + — ++ + + 56
- + t 4+ + + 1 I:)yelll\/|++ +M+ + M ++|\/I ( )

In the limit where the polarizations of each beam are the sameve can de ne the

2\We will sum over one of the spin states, and so are actually fre to select any interaction that
depends on both spins, since these will average out.
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average polarization:

++ 2 M++ M
w+ +t + F + I:)blue'+'|:)ye|||\/|++'*'M+ +M +‘|'|\/I

ARV = (5.7)
Rather than de ne this in terms of the background-subtractd yields (which would
introduce the uncertainty from the QCD background from muliple disjoint samples),
we decompose this into the various signal and background ¢abutions to the asym-

metry in the unsubtracted algorithm yields, Aj2" :
rLaW = fW! A\ZV' + fendcapAEndcap + szE + fQCDA(L?CD + fW! eA\ZV! € (58)

where A¥ is the single spin asymmetry for the events from the variousomponents
of the yield, as described in section 5.1, and; is the estimation of the fraction of

the total events from that component.

A" is taken to be equal toAl"' ©, since they have the same production

mechanismt3

AZ will sample di erent PDFs and may be large. FromRhicbos simulations,
with phase-space cuts resembling the algorithm's requiremts, this was com-
puted to be A? = 0:06. The sensitivity to this is limited sincef; is not very

large.

ARCP is taken to be zero both because QCD parity-violating termsra small
and because the use of QCD events as relative luminosity wiénd to cancel

their contribution.

Aendeap contains contributions from QCD backgrounds, but also somaumber of
Z events. From the embedding samples the populations of W a@devents that
contribute to the "‘missing endcap' background can be compad. This results
in an estimation of 30% of the endcap yield from Z events, and 10% from W

decays. The e ectiveA, for this term is Aenda = 0:3  AZ =  0.02

3The decay gives this term a dierent , distribution, and so it samples a di erent Bjorken x
distribution than W ! e, but this is treated as a negligible e ect.
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term W™ value W value
M. 76 8.7 24 4.8
M . 94 9.8 23 4.8
M . 89 9.5 31 5.6
M 103 10.1 24 4.8
fendcap | 0.027 0.008| 0.068 0.022
fs 0.013 0.004| 0.046 0.014
foco | 0.028 0.008| 0.066 0.021

Table 5.7: Summary of terms used to computd, . Uncertainties shown are statistical
only.

The background subtraction procedure is used to determinaé sizef , of each of these

contributions as a fraction of the total signal sample, andguation 5.8 is inverted.

aw = AP (FenacapA™® + 7 A + focp AC) (5.9)
- 1 f endcap f z f QCD
Due to limited statistics, the terms used in the above are sumed across 1< < 1,

with the resulting luminosity-corrected yields and backgsund fractions shown in table
5.4.

5.4.1 Behavior of the Asymmetry

To verify the behavior of A, three additional constructions are made from these

terms.
1 M M M+ M
A|_|_ = ks s i (510)
PoiwePyellow M4+ + My + M , + M
5= M+ M t o Afve(Pblue I:)yellow) (5.11)
|V|+ + M + 1 ALL I:)blue I::'yellow
1 M M Ave
= - ] (5.12)
I:)blue + I:)yellow |\/|++ + M 1+ ALL I:)blue I:)yellow
Removing theA,, terms from the others, they reduce tos = A?*(Ppiue  Pyellow) =0

and 2= A% providing three orthogonal checks on the sensibility of #hasymmetry
terms. These, in addition to the single-spin asymmetriesslied above (equations 5.5

- 5.7) are shown for the two charge states in gure 5-27, coutd for contamination
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| .[finalcvs/out/data/run9setP1234, Fri Jul 27 12:36:33 2012

| Positive charge, unpol yield=363 Negative charge, unpol yield=102
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Figure 5-27: The measured asymmetries W boson productionh@ rst three columns
show the asymmetry when taking the blue beam or yellow beam pslarized, as well
as the average of those two. The remaining three measure thauthle-spin asymmetry
(expected to be zero), a consistency check, and a value thabsild be approximately
the average of the two beanf| values. The details of the various measurements are
discussed in the text. W™ is on the left andW is on the right.

from background sources of asymmetry in the same fashion apiation 5.9.

The dominant systematics come from uncertainties in the urgdarized background
fraction, and the A seen from polarized background. The unpolarized systemais
taken from the systematic uncertainty on the data-driven bekground propagated to
the nal A, value, while the polarized systematic is gauged by seledajim new signal

region with the following cuts:

Et in the 2x2 tower cluster must be greater than 95% of th&t in the 4x4

surrounding it. (Disjoint from the relative luminosity monitor events)
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source W* value | W value
CNI polarization 0.25 0.13
Unpolarized background|, 0.020 0.008
Polarized background 0.023 0.026
all backgrounds 0.030 0.027

Table 5.8: Summary of systematic uncertainties fof_, written as the absolute shift
in that variable.

The candidate must fail the nearside oP; balance cuts. (Disjoint from the

signal events)

The 2x2 clusterE1 must be 13Ge\t E 1 <20GeV. (Disjoint from the signal

events)

The A term from this set is taken to be the systematic uncertaintyrbm polarized
background contributions to each charge sign. These cortititions are summarized

in table 5.4.1. The resultingW single-spin asymmetries are:
A‘[‘” = 0:207 0:102(stat) 0:030(syst) (5.13)

A" =0:03 0:21(stat) 0:027(syst) (5.14)
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Chapter 6

Interpretation and Discussion

Although both relate to the breaking of the avor symmetry in the quark sea of the
proton, the polarized and unpolarized results described the previous chapter probe

di erent aspects of proton models.

6.1 Cross Sections and Charge Ratio

The rst measurements considered in this analysis were thgis-independent cross
sections and their ratio, presented as a function of the of the decay lepton. Figure
6-1 shows the cross sections compared to several model prgais. The measured
values and theoretical predictions are in good agreementewall, with the statistical

uncertainties too large to discriminate between individuatheory curves beyond the
hint that the GRV model may predict antiquark PDFs that are too larget in x ~ 0:15.

In order to improve this result and constrain these models, krger dataset would
be needed, but as the gure shows, the uncertainty stemmingoim the absolute nor-
malization of the luminosity is already the limiting factor for the W* measurement.
This emphasizes the need for more precise vernier scan measients in order to con-
tinue to reduce overall uncertainties. The ratio of these tw cross sections ( gure 6-2)

conveniently removes the dependence on this absolute sc¢ale the systematic uncer-

Lor valence quark PDFS that are too large, though the greater gternal constraints on this term
make that less likely
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Figure 6-1: The measured values of the cross section ¥ andW shown alongside
various theoretical predictions. Here the error bars re édhe systematic and statisti-
cal uncertainties in quadrature, with the grey bars showinghe 14% scale uncertainty
from the luminosity calculation.

tainties are much smaller. Again, the current dataset showgood coarse agreement

with the models, not yet at the precision necessary to provédsigni cant constraints.

6.2 Spin Asymmetry

Like the ratio measurement, the single spin asymmetries afi@ed from the luminosity
systematic uncertainties, but these inherit instead a sirfarly-sized uncertainty from
the measurement of the polarization. The results ( gure 633show good agreement
with the various model predictions, but also display a slighdecrease in the absolute
value of the measured asymmetry. Indeed, compared to the SRAresult published
in Physical Review Letters [33],

AVT = 0:273 0:097(stat) 0:025(syst)

AV =0:14 0:19(stat) 0:023(syst),

we see a large apparent shift of 0:6 in both cases. The dataset used in

this thesis is a subset of the PRL dataset, approximately 10%maller. Since it is not
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Figure 6-2: The measured values of the ratio fory+ = shown with various the-
oretical predictions. The overall agreement is very goodhough signi cantly more
data will be needed in order to discriminate between varioumnodels.
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Figure 6-3: The measured values oi_ for W* an W shown alongside various
theoretical predictions. With the total sampled luminosiyy the measurement cannot
distinguish between the models, though the overall agreentesupports the validity
of the method.

possible to impose a spin-dependent loss of data without wiking conspiracy, we must
take this as a statistical uctuation (born out by the fact th at the cross sections above

are in agreement with the data), further highlighting the ned for larger datasets.

6.3 Discussion

Overall, the measurements laid out in this section show goaareement with the
various theoretical predictions and do not, themselves,gii cantly impact the various

global ts whose current uncertainties encourage STAR's Wogram. Nevertheless,
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the analysis presented here shows the ability to calibratdn¢ STAR detector reliably
in the high-luminosity, high-pileup environment of 500 Ge\Vcollisions, and also to
reconstruct a charge-separated W signal reliably at centraapidities.

The dataset used represents a small fraction of the total iagrated luminosity
envisioned for this measurement. Indeed, STAR has recenttgken an additional
80 pb ! of 500 GeV data with higher average polarization (50% per bed that can
be expected to reduce the statistical uncertainties for tls® measurements by more

than a factor of two, even in the absence of further algorithnimprovements.

6.3.1 Future Improvements

Clearly, a main future prospect is the collection and analys of a signi cantly larger
dataset. That sample will open up the Z channel (very sparselpopulated with
the current integrated luminosity) both for polarized and wnpolarized measurements.
Additionally, with a larger sample, Z production will becone a way of verifying the
high-Pt response of the calorimeters through reconstruction of ifseak (similar to
the W calibration used here) or through direct reconstructin of the two electrons.
In addition to the improvement in statistical power, the W sdection criteria could
be improved by using the Barrel Shower Maximum Detector (BSM) to reduce the
signi cant irreducible background in the form of highly-cdlimated hadron jets.

More tantalizing, for the purposes of the two asymmetries psented here, is to
expand the measurement's reach in pseudorapidity. To thisnd, an upgrade to the
STAR detector, the Forward Gem Tracker (FGT) has been propasl and is under

construction? It is discussed in greater detail in appendix B.

2Slightly over half of the FGT upgrade was installed for the 2012 data-taking.
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Appendix A

BHT3+coincidence Cross Section

For cross section measurements, two terms are needed: thelgiof the chosen events,
and the integrated absolute luminosity of the collisions.n a beamline, Wall Charge
Monitors (WCMs) can measure the number of protons in each bgh, but their trans-
verse distribution must also be known to establish the abadk luminosity. For xed
target experiments, this is usually accomplished by swe@gi a narrow target across
the beam at the interaction point. For collider experimentsit is not practical to move
a target into the interaction region. Instead, the verniet method [35] is used. This
allows us to determine the absolute cross section for a modd version of the BHT3
trigger that feeds the W analysis, which in turn is used to mesare the integrated

luminosity of the dataset.

A.1 Collider Luminosity

The luminosity for colliding beams is de ned to be the overla integral of the trans-
verse particle density of each beam. For bunched beams wefpean the the z-integral

over the length of a bunch and leave two two-dimensional gasians representing the

1The method was devised originally by Simon van der Meer in 198.[34] The exact evolution from
\van der Meer" method to \vernier" is open to interpretation .
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integrated density of the bunche%
L = frev 1 dx 1 dy ny;i (X;¥) n2i (X y) (A1)

Over time, bunches in a storage ring tend to relax into gaussi1 proles. Since
gaussians allow for analytical solutions to the integrals evwill be performing, it
is both reasonable and convenient to assume that the denssi in the above can
be separated into a product of one-dimensional gaussians.et®een bunches, the
densities should then only di er by a normalization. For thedensity in beam 1 we

write

Ny = Nyid( 10 X)9( 1y Y) (A.2)

whereNy; is the number of ions in thei®™ bunch in beam 1, and theg are gaussians
in the speci ed direction, with width , mean of zero, and integral normalized to one.

With this, we can perform the integrals in equation A.1:

Lo= —q K it (A.3)

Here we've collected all theN terms into a single factorK

X
K=" Nz Ny (A.4)
i
For beams that don't meet head-on, we can add an o set to one dhe beams
( X y):
g( :X)a( ysV) ! 9l xix+ xX)g( y;y+ y) (A.5)

The solution to Egn. A.1 remains analytical:

L( x; y)= Loe X2+ Eoe v=20i+ 5 (A.6)

2This is not quite mathematically equivalent, since we integate the product of the two z com-
ponents, and cannot split it into each density term. Since eah bunch always collides with the same
bunch from the opposing beam, that separation is not needed.
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with Ly de ned as before (A.3).

A.2 Deriving trigger cross section from vernier scan

In a vernier scan, the position of one of the beams is delibésty altered while data
is being taken. The rate at which a given trigger res is the Iminosity multiplied by
the cross section for that trigger, so (if the assumption ofagissian beams holds) it
will have the shape described in egn. A.6:

Kf rev x?=2 2

R( X; y) = event 2 e y*=2 5 + CO (A-7)

Xy

where

2 2 2
) T 2k (A.8)

The t deals with the gaussian widths only as the sum of squasewithout loss of
generality, since they always appear in that formCy is a constant background rate
representing all e ects that do not come from the interactia of the two beams. In
the absence of other luminosity-dependent e ects (e.g. ger deadtime), tting this

function to the rates observed is su cient to extract the widhs and the cross section,

trig -

A.3 Selecting a trigger condition

A trigger must be de ned in order to apply the equations develped above. Although
they can be applied to any uniformly-de ned trigger, it is inportant to note that
the procedure does not take into account background ratesdhdi er as a function
of beam position, and requires that deadtime in the trigger é uniform during the
runs used to measure the trigger cross section. Hence, a gdogger to use as a
luminosity should have a demonstrably position- and rateadependent background,
or low background rates overall. It should also have minimahtrinsic deadtime.

To ful ll these requirements a coincidence requirement wasposed on top of the
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Figure A-1: Geometry of the away side coincidence triggerqeirement. After identi-
fying the highest energy trigger patch in a BHT3-triggeredeent (red), the values of
all barrel trigger patches entirely within the 2=3 arc opposite it (blue) are summed,
making no cut in pseudorapidity. Events where this away-s&lsum ADC is less than
98 are discarded. Requiring two regions on opposite sidestlé detector to have
deposited energy in the same event dramatically reduces kgmound event rates.

bare Barrel High Tower 3 (BHT3) trigger, resulting in signi cant reduction of the Cy
term in the t, as well as improvement of the presumed gaussiashape (discussed
later) of the measured rate. The \BHT3+coin" trigger locates the trigger patch with
the highest ADC in the event, then adds the ADCs from all triggr patches 10 or more
patches away in azimuth (g. A-1). The summed away-side ADC mmst be greater
than or equal to 98. The selection of both the opening angle drthe threshold is

described in section A.6.

A.4 Determining the BHT3+coin cross section

P'5 of 500GeV in

Two vernier scans were taken at STAR during + p collisions at
2009. To minimize e ects from STAR deadtime during these, dy fast detectors
were read out. The total event rate was approximately 30 Hz. df each scan, the

value of K (egn. A.4) is computed by summing the products of # total charge
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of each RF bucket in the RHIC ring. There are two ways to measearthe beam
currents at RHIC. The rst is the Direct Current-Current Tra nsformer (DCCT),

which provides a precise measurement of the total current itne beam, but cannot
distinguish individual buckets. The second is the Wall Chaye Monitor (WCM),

which provides total charge measurements for individual lolkets. The latter drifts
slowly over time, but can be corrected by comparing the sum afl buckets from the
WCM with the DCCT measurement at the beginning of a store, whe the amount
of unbunched current is negligible. The K factors results usgy the WCM values
corrected by DCCT are shown in Table A.1. The format from the RIC database
uses the native indices of each beam. Since tibk yellow bunch does not collide with
the ith blue bunch at the STAR interaction point in this indexing, the correct o set
must be applied. Explicitly, the formula for K at STAR becomes:

(120

Kstar = Npiuei  Nyeliow: (i+80)%120 (A.9)
i=0

Table A.1: K-values in the vernier scan runs.

run K
number | ions® 10%
10097097 1010
10103044 908

The value off ., is 78.2kHz, computed either as the the speed of light divided
by the circumference of the RHIC ring or the RHIC clock frequecy divided by the
number of possible bunches, 120.

The BHT3+coin event rate is extracted from the data by histogamming the
timestamps of the BHT3 events that ful Il the additional coincidence requirement.

The position of the beam as a function of time in each scan isperted by the
Collider-Accelerator Department C-AD) in the form of positons and timestamps.
The pattern can be broken up into four sections (table A.2 lts positions for all

steps):
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1. beam is swept from (0,0) in the +x direction (steps 1-7).
2. from (0,0) in the -x direction, then returned to zero (step 8-15).
3. from (0,0) in the +y direction (steps 16-22).

4. from (0,0) in the -y direction, then returned to zero (step 23-30).

Consecutive timestamps are roughly 35 seconds apart, ogsiily longer for the returns
to zero. The beam is in motion for the rst few seconds, and thmeis stationary for
the remainder.

Since the times of these steps are recorded by a di erent clothan the STAR
DAQ, the two sets must be aligned. This is done by trying all r@sonable o sets
between the twé and selecting the one that maximizes the change in event rate
across each return to (0,0).

Once the two sets are aligned, the BHT3+coin event rate is iegrated over a 28
second window avoiding the rst and last seconds of each stép ensure it is not
integrating over a region where the beams are in motion. Insad of tting the rate

directly, the rate is integrated to compute a yield in each €fp. Equation A.7 becomes:

: Kf _ _
N(i)=( semc BHT 3coin2$ e X2ie W2i+Cy t (A.10)
Xy

wherei corresponds to the vernier scan step,
xi and y; are the beam o sets in x and y in theith step (table A.2),
t is the width of the integration window, 28 seconds,
semc denotes the fraction of BEMC towers that have 'good' status rad hence
contribute to the BHT3+coin trigger,
BHT 3+coin IS the e ective cross section for events that satisfy the BH3+coin
trigger assuming all BEMC towers have 'good' status, and

Co Is a constant background term.

3*Reasonable' is de ned to be any o set that still leaves the rst and last steps of the scan within
the limits of the run
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Figure A-2: Vernier scan t (top) and residua (bottom) for run 10097097 and
10103044, the two vernier scans taken during 500 GeV runninghe pattern shows
the expected gross features, with the event rate dropping @s the beams are brought
out of alignment, then returning when they are recentered ahe end of each of the
four stages of the scan. Error bars in the residuals includéasistical uncertainties in
the yield and uncertainties in the t amplitude added in quadature.

The data are tted using equation A.10.

The two vernier scan runs were analyzed independently, procing two sets of
values for the cross section,sut scoin @nd beam widths, 7 and 7 (Table A.3). The
individual ts are shown in gure A-2.

The current single-gaussian model of the beam shape desesbthe measured
NgHT 3c0in @S @ function of scan step well. The summary of results is shown Ta-
ble A.3. The nal value of the BHT3+coin cross section for a 10% working BEMC
is 434 8 (stat) nb  13% (syst).

In order to cross-check the tting algorithm, it was repeate for the ZDC scaler
data provided to C-AD. The resulting cross section of 2.36 magrees well with the

2.3 mb from that independent analysis.
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A.5 Systematic uncertainty

The accumulated systematic uncertainty in gyt 3+coin IS €Stimated to be 13%, com-
puted in two blocks, one for shape assumptions in the t, andre for the constants
used in the t (the terms in the numerator in egn. A.3).

Shape assumptions are characterized by two main potentialases:

A 10% uncertainty is attributed to possible non-gaussian coponents of the
beam pro le. This is measured through a partial t of the verrier scan pro le,
including the x, y=0 peaks themselves, and the three points after each one,
so that the tter doesn't see the tails of the curve. If the chace of a gaussian
t function is not a good match, the t to this subset will die r from the t

to the whole dataset. The ratio of the cross section from theult pro le to the
cross section from the partial t is taken to be an upper boundn the extent

to which the gaussian assumption fails.

A < 1% uncertainty is attributed to a possible non- at background rate, en-
compassing both the possibility that the background rate w@ed as a function
of beam position during the vernier scan (which was the caserfthe non-
coincidence BHT3 trigger), and the possibility that the bakground rate varied
as a function of time over the course of the 500GeV data set. i taken to be
the di erence between the cross section when the backgrourgat its optimum
value from the t and the cross section when the background lssbeen increased
or decreased by 25% (see Table A.5). Those bounds corresptmdhe di er-
ence in the background rates during the two vernier scans, @mre also on the
same level as variations in the background rate over the cadr of a single scan
when the coincidence requirement is not applied (With coimtence in place,
the background is too small to make a meaningful estimate dakistep-to-step

variation).

A <1% uncertainty is assigned to the e ects of detector dead tienduring the

vernier scans. These scans intentionally read out only thadt detectors, and
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had a minimal deadtime. Any residual e ect, however, would a&ct the peaks
of the vernier scan shape more then the tails, and hence altdre measured

Cross section.

Since the smaller terms here would a ect the shape of the vaen scan, they are likely
correlated and are added linearly to the non-gaussian untainty.

The remaining errors are uncorrelated at their current magtudes:

A 5% uncertainty is assigned to possible drift of the gain ohe trigger patches
over the course of the run. This is taken to be the di erence Iween the cross
section at the nominal threshold and the cross section atl ADC from that
(g. A-6). This is essentially equivalent to adding a systeratic uncertainty to

the number of BHT3+coin counts in each run.

A 4% uncertainty is assigned to WCM calibration drift, whicha ects the mea-
sured number of ions per bunch. The WCM undergoes periodicroections to
its calibration. The WCM and Direct Current-Current Transformer measure-
ments drifts are estimated as 2% per beam, which are addeddarly for a total

of 4% of BHT 3-

A 1% uncertainty is assigned for uncertainties from the LO BH3 trigger. There
are roughly 50 towers in the barrel that seem to have problenwith the bers
that connect them to their PMTs. These may or may not be maskedut of
the LO trigger that feeds BHT3. Their gains aren't so high thathe towers re
abnormally frequently, so they are assumed to be100% of the normal count
rate for a tower. This means the real LO rate should be 50/4800gher or lower,

roughly 1%.

A 1% uncertainty comes from uncertainty in the beam positionA model of the
e ect of the "4-bump’ that o sets the beam matches the measements by the
Beam Position Monitors to within 2%. These latter have a 20 m accuracy.
A potential o set on this scale during the vernier scan (relave to their positions

during normal running) would result in a change of gyt 3 of 1%.
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Figure A-3: Example of vernier scan t to the rst 3 steps of the scan.

A <1% uncertainty is assigned to potential misalignment of thelock at STAR
and C-AD. Timestamps at STAR have to be synchronized to the otk that
indicates when a vernier scan step has ended. The algorithrsad protects a
bu er of several seconds between the beginning and end of leatep and the
region over which the code integrates so that it is insensitt to small shifts of

the windows in either direction.

These terms are added in quadrature with the combined uncaihty stemming

from the t, for a nal fractional uncertainty of 13%.
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Background Rate as a function of opening angle Fractional xs uncertainty in R10097097 as a function of opening angle
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Figure A-4: The background rateC, as a function of the opening angle of the away
side criterion for run 10097097 (left), with the fractionaluncertainty (right). The
threshold for the away-side sum is not held constant, but insad set near the optimum
value for each bin. The opening angle in trigger patches i:12 1, wheren is the
value on the horizontal axis. The angle used for the lumindgimonitor is 5 on these
plots.

A.6 Stability of away-side condition

The coincidence requirement has two parameters: the opegimngle of the away
side and the threshold required in that region. Both these Waes were selected to
operate in a region where the background rate is small and gnslowly changing,
so that uctuations of the trigger patch gains would not a ed the background rate
(gs. A-4, A-5). Additionally, the values correspond to a mhimum in the statistical

uncertainty of the trigger cross section.

Regardless of the choice of opening angle, the BHT3+coindgder yields a lumi-
nosity that is in good agreement with the BHT3 value ( g. A-7). Additionally, the
BHT3+coin trigger was compared to both the ZDC coincidencerigger and the dijet
subset of the L2jet trigger to verify the long-term stability ( g. A-8). The largest daq
le in every run including both BHT3 and L2jet triggers was processed, with the jet
trigger unpacked to select only events that passed the dijgub-trigger. This process
showed very good agreement between the event rate of variduggers, and identi-
ed a small minority of runs (corresponding to less than 1% othe total integrated

luminosity) where the BHT3+coin trigger seemed to behave atormally. These runs
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Background Rate in R10097097 as a function of away side threshold ‘ Fractional xs uncertainty in R10097097 as a function of away side threshold

= F #0.03F
< 1.8 : s X £ ——|
£ F _‘Eozg = S
o 1.6F 8 = e
1aF 8028 e e
C  —e— S E
1.2F 0.027 E
O 0.026F -
C C —
0.8F 0.025F - o=
C C ——
0.6F - 0.024F
E £ —e—
041 0.023f
0.2F 0.022F -
E HHAHFAO*H»—O—«»—‘**‘”*‘FHH F
o Lo Ly T e T T [T Evv Lo v b b v b L L Ly
92 94 96 98 100 102 104 106 92 94 96 98 100 102 104 106
SatOct 923:45:44 2010 Threshold (ADC) Sun Oct 10 00:16:17 2010 Threshold (ADC)

Figure A-5: The background rateC, as a function of the threshold ADC value using
an opening angle of 5 trigger patches (left), with the fractinal uncertainty (right).
The strong rejection of background rates can be seen in thege on the left of the
plot. The threshold used for the luminosity monitor is an ADCof 98. If the trigger
gain changed by 1 ADC over the course of the run, no signi carthange would be
expected. Although a slightly improved uncertainty can be ehieved at an ADC
of 97, insensitivity to background at higher thresholds dnee the choice used in the
luminosity monitor.

l Relative Cross Section in R10097097 as a function of away side threshold
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Figure A-6: The relative BHT3+coin cross section as a funatin of the threshold ADC
value using an opening angle of 5 trigger patches. The slopethe nominal value
determines the uncertainty due to gain shifts.
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Integrated Luminosity of Spin-Sorted Fills as a function of opening angle
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Figure A-7: The integrated luminosity of a large sample of L& runs as a function

of opening angle. The error bars show approximate uncertaigs, using an average
systematic uncertainty across all angles, as well as ignogi small weighting issues due
to di ering numbers of functioning barrel towers in di erent runs. The monotonic

shape is expected, since any events that pass a narrow angdguirement will also

pass all wider angles. (With the exception of the zero bin, vith represents the BHT3

trigger without an away side coincidence requirement.)

(10096139, 10096140, 10097086, 10097088, and 1009709@ye@moved from the run
list. Other ranges where the behavior of BHT3+coin and the (it trigger disagree
show continued agreement between the ZDC and the BHT+coinigger, suggesting

that the dijet is at fault in those runs.

A.7 Comparison to luminosity estimates during

the 2009 run

In addition to checking the self-consistency of the variouaway-side requirements,
the BHT3+coin luminosity monitor can be compared to indepedent measurements
from C-AD. During the run, C-AD processed the vernier scan da for the ZDC scaler
trigger and provided the estimated instantaneous luminatyi for several lls. Imme-

diately following the rst vernier scan, the instantaneouduminosity for run 10097098

was reported to be 8  10*'cm 2s 1. Using the uncorrected BHT3 cross section of
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Comparison of BHT3coin, ZDCsum, and Dijet triggers by run
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Figure A-8: A comparison of various trigger ratios over theaurse of 500GeV running.
The runs are ordered chronologically, but the horizontal ag is otherwise arbitrary.
Vertical black lines mark the beginning of each new Il. The ack histogram shows
the ratio of BHT3+coin events to dijet events, and is expeci& to be roughly at.
Where it deviates near run 250 we use comparison to a ZDC caohence trigger
to determine which of the triggers has changed. The blue linghows the ratio of
BHT3+coin events to ZDC events, and the red the equivalent fodijets. Runs in
which the BHT3+coin/dijet ratio and BHT3+coin/ZDC ratio sh ift are removed from
all L2W analysis.
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399 nb from the analysis of the rst vernier scan, the numberfdHT3coin events in
that run (2339 before correcting for the single-beam backgund), and the length of

the run T=108 sec, the STAR instantaneous luminosity can beanputed:

NBHT 3= 2339

N
L=_2T3 -5:4 103%cm %! (A.11)
T BHT 3

This value is in good agreement the C-AD value of 5.2, derivdcom the ZDC scaler
information. Note that the number of towers not working in run 10097097 (the vernier

scan run) and 10097098 are the same, and so thewc factors cancel.

A.8 Study of atness of background with vernier
scan step

The model (Egn. A.10) used to t the vernier scan data assumebat the background
rate has no dependence on the position of the moving beam. Inder to test this
assumption, the BHT3 events (without coincidence requireemt) from each vernier
scan were further divided by bunch crossing. In each step grihe events falling in one
of the abort gaps (so that a bunch from only one beam was presewere kept. This
yields very few counts. To make any background shape easierdee, it was assumed
that any non- at background rate would have the same behavioto all sides. This
allowed the four sections of the vernier scan to be added talger, resulting in single,

7-step histograms (g A-9).
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Figure A-9: The number of events in the two abort gaps as a futien of vernier scan
step for run 10090097 (left) and 10103044 (right). The fouestions of the vernier
scan are added together, meaning bin O corresponds to the soinsteps 0,8,16, and
23, 1 corresponds to 1,9,17,24, etc. The resulting shape amsistent with a constant
(black line). 1t is also in good agreement with the value exmted from the vernier
scan t (red line). This latter is the background rate scaledoy 10/110 corresponding
to the fraction of background events expected to fall into amof the abort gaps
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Table A.2: De nition of vernier scan steps. O sets are in mm.

step | run 10097097 run 10103044
X y X y

(mm) | (mm) | (mm) | (mm)
1 0 0 0 0
2 0.10 0| 0.15 0
3 0.20 0| 0.30 0
4 0.35 0| 045 0
5 0.50 0| 0.60 0
6 0.75 0| 0.75 0
7 1.00 0| 0.90 0
8 0 0 0 0
9 -0.10 0| -0.15 0
10 | -0.20 0| -0.30 0
11 | -0.35 0| -0.45 0
12 | -0.50 0| -0.60 0
13 | -0.75 0| -0.75 0
14 | -1.00 0| -0.90 0
15 0 0 0 0
16 0 0 0 0
17 0| 0.10 0| 0.15
18 0| 0.20 0| 0.30
19 0| 035 0| 045
20 0| 0.50 0| 0.60
21 0| 0.75 0| 0.75
22 0| 1.00 0| 0.90
23 0 0 0 0
24 0| -0.10 0| -0.15
25 0| -0.20 0| -0.30
26 0| -0.35 0| -0.45
27 0| -0.50 0| -0.60
28 0| -0.75 0| -0.75
29 0| -1.00 0| -0.90
30 0 0 0 0
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Table A.3: BHT3+coin cross section measured in vernier scan

number BHT3+coin single beam”
run # working | x-section| 1y 1y
towers (nb) (mm) | (mm)

10097097 4580 410 10| 0.10 | 0.10
10103034 4579 418 12| 0.13 | 0.15
average © 4800 434 8 - -

a) out of 4800 existing BTOW towers q

b) computed from t parameter: 1, =  %=2
c) scaled to 100% working BTOW

Table A.4: Example of BHT3 cross section dependence on numioé included vernier
scan steps for run 10097097)

Steps| gnr 3 | Stat. err. remarks
(nb) (nb)
3 325.6 56.8
4 439.0 24.2 | maximal, still reasonable
5 448.9 16.8
6 464.6 15.2
7 500.6 14.8 chosen as result

Table A.5: Example of BHT3+coin cross section dependence time assumed magni-
tude of the background termCicg. (run 10097097)

Background| gnt3 | Stat. err. remarks
Rate (nb) (nb)
x1.50 396 5
x1.25 397 5 | factor seen in atness check
x1.0 399 5 free t result
x0.75 401 5
x0.50 403 5
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Table A.6: Sources of systematic uncertainties foBHT 3+ coin. The lower block
is added linearly. This is then added to the remaining termsiiquadrature.

Source Magnitude
Clock misalignment <1%

O set of beam center 1%
WCM calibration 4%
Trigger gain drift 5%
Detector dead time <1%
Background shape <1%
Pro le non-gaussianity 10%
Total 13%
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Appendix B

Forward GEM Tracker

As described in chapter 1, measurements Bf ( ) and A, ( ¢) at higher pseudorapid-
ity would have di erent sensitivity to u and d polarized and unpolarized PDFs, both
in terms of the linear combination of those PDFs that appearsand the x range sam-
pled. For the A_ measurement in particular, the forward region foW™* (backward
for W ) exposes the polarization of the sea quarkd=d ( u=u for W ) at low Xx.
This is where the di erent models diverge and hence where nmaement will provide
stronger constraints. STAR's calorimetry extends out to = 2, but the TPC tracking
e ciency begins to drop rapidly after 1:1. In order to e ciently access W pro-
duction in this region, it is mandatory to extend tracking irto the forward direction
both to determine the charge of the W decay lepton as well as adlow rejection of
collimated jets and neutral backgrounds. This tracking must have high resolution
in azimuth in order to determine charge, and must also coexisvith other STAR
physics interests, meaning it must t within the inner eld cage of the TPC and add
minimally to the amount of material between the nominal veréx and downstream
detectors. The detector designed to ful ll these requirenmgs is the Forward GEM
Tracker (FGT), a series of six low-density disks placed inde the inner eld cage of
the TPC that register the radial and azimuthal (r ) positions of charged particles

passing through them ( gure B). With these additional tracking points, the charge

1A related measurement can be made even in the absence of trank. Though it would have less
impact, A summed over both charge signs can still provide some constira to theory curves.
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reconstruction in the forward region will be vastly improve, with simulations show-
ing e ciency above 80% over 1< < 2 for events reasonably close to the nominal

vertex (gure B).

B.1 GEM Detectors

The building block of the FGT is the Gas Electron Multiplier (GEM) foil, a lightweight,
copper-clad Kapton[36] sheet through which a pattern of sriidholes has been chem-
ically etched (gure B-3). A voltage di erence across the tw copper surfaces creates
an electric eld that, due to the high polarizability of the Kapton, is funneled through
these holes, resulting in strengths in that region that areigh enough to cause elec-
trons passing through them to avalanctfewith a typical ampli cation factor of 50
depending on applied voltage. The FGT uses these in a typicdesign, the Triple-
GEM, which uses a stack of three such foils, separated by singps, at the end of a
gas volume. Through an overall voltage, electrons freed inathe gas by a high-energy
particle will drift toward the GEM foil, the eld guiding the m through the holes of
each layer in turn (illustrated in gure B-4). The ampli cat ions from each layer mul-
tiply, leading to a total ampli cation ~ 1C®. The resulting cloud can be measured by

any of a variety of readout designs.

B.2 Disk Design

Each of the six disks of the FGT consists of a low-mass honeyao support structure
and four FGT quandrant modules mounted to that. These, in tun, consist of a high
voltage foil, an active gas volume (ArCQ®), a triple-GEM stack, and a readout plane
(gure B-5). The HV foil is a solid sheet held at high voltage erving as the cathode.
Each subsequent foil has a di erent voltage on each face saathithere is a constant
drift eld from HV to ground plane, punctuated by very large elds in the GEM foil

holes. The active gas volume is the 3 mm gap between the HV faihd the rst

%in a suitable gas.
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Figure B-1: Positioning of the FGT inside STAR. The TPC provides tracking to
1, covering the BEMC but not the EEMC. The six FGT disks placedwithin
the TPC's inner eld cage in the forward direction provide adlitional track points as
the number from the TPC decreases, extending tracking ovehe entire coverage of
the endcap. The outermost disks provide little advantage fcevents at the nominal
vertex, but are needed to maintain tracking coverage for vices displaced toward

the endcap.
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Figure B-2: Charge reconstruction e ciencies in the forwad region. The three sce-
narios shown are TPC-only (a), TPC with the endcap SMD and pmary vertex
included (b), and the same with FGT also included. This demasirates the need for
the FGT, since the rst two show the e ciency dropping o rapi dly after =1, while
the FGT version maintains a reconstruction e ciency greate than 80% across the

entire endcap range k¥ < 2.

Figure B-3: A close-up of GEM foil detail, showing the coppesurface and the holes
chemically etched through it and the Kapton layer beneath. e hole diameters are
roughly 70 m, with the center-to-center hole spacing of 150 m. This pattern can
be reliably produced through standard photolithographic ltemical etching.
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Figure B-4: An illustration of a Triple-GEM, showing the sucessive ampli cation of
an initial electron cloud before reaching the readout planeThe active region is the
larger \Drift Gap" at the top. Although a traversing particl e will continue to ionize
in the subsequent Transfer Gaps, the electrons freed therallwniss at least one of
the ampli cation regions and hence be signi cantly suppresed.
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GEM folil. After this, each GEM is followed by a 2 mm gap, with trke readout plane
following the third. The uniformity of these gaps (and henceof the drift eld) is

maintained through thin plastic spacer grids resting betwen each pair of foils.

B.2.1 Readout Plane

For W-like events, the decay electrons will have a transvesssigned sagitta on the
order of a millimeter, setting an upper bound on the resolution of the FGT. The
natural choice is a two-dimensional readout in and r, the rst giving the azimuthal
resolution needed for charge sign reconstruction and thecsad providing the re-
maining information in order to construct a complete track. The design chosen is a
dual-sided board. On the GEM-facing side, strips along (thus measuring ) alter-
nate with rows of individual pads . Vias connecting them to t&ces on the backside,
where the pads are chained into strips along (measuringr). Additional traces con-
nect all of these to readout boards mounted to the back, whetle signal on each
strip is digitized.3. It is impractical to produce boards with radial strips that become
increasingly narrow at small radii, so a two-staged approhacis used, with 300 m
pitch strips on the inner portion of the board, with a secondet of strips interleaved
when the strip width and spacing permits. An illustration ofthis design is shown in

gure B-6.

B.2.2 GEM Foils

The GEM foil design itself divides the micropatterned regio of the quadrant into

nine electrically separate sectors, which limit the storednergy released if the foil dis
charges. These sparks, and the general stability of the fevhile under high voltage,
are of critical concern for the FGT, since tracks through thé&GT can only be recon-
structed if the gain is well understood. The GEM foils used ithe FGT are produced

by two suppliers, CERN in Switzerland and Tech-Etch, a photetching company in

3This design has the advantage of making the charge sharing bgeen and r strips trivial to
compute compared to earlier multi-layer board proposals.
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Figure B-5: An FGT Quadrant exploded to show the various lays. In this orien-
tation, the primary vertex is to the right. The outermost layer on each side is an
aluminized mylar sheet to enclose the gas volume. Inside shifrom right to left, is
a high voltage foil (without micropattern holes) with a 3 mm pace before the next
foil. This gap is the active volume of the detector. The nexthree layers are GEM
foils with 2 mm spacers between them, followed by a two-dimsional readout plane.
There is an overall voltage stepping from the HV foil to eachubsequent foil, and
between the top and bottom of each GEM. The readout plane dolgs as the ground
of the resulting drift eld. On the side facing away from the pimary vertex, two
long cards digitize the signals from the readout plane (sidgwhile a third card (top)

distributes the high voltage to the foils.

129



Figure B-6: The conceptual design of the readout plane, anddetail image of the
production boards (with smaller radii to the left, matchingthe drawing). Production
techniques limit how narrow the strips can be made, so the ien strips start at this
minimum size and grow larger at larger radii, until they can e doubled, as shown at
the right. The unbroken lines measure while the pads between them, connected by
vias to unbroken lines on the back of the readout board, reabthe r position of the
signal.

Massachusetts. This latter began making foils through an SB# grant in cooperation

with MIT.

B.3 Assembly and Testing

Foils are rst checked for the uniformity of the holes by taking a photomosaie of the
surface three times, once with backlighting to expose thener diameter of the holes,
once with normal lighting to expose the outer diameter, andrwe with both lights to
verify the alignment of outer and inner openings. Typical psblems here are variations
in inner and outer diameters, both of which are exceedinglare occurrences.

The next step is high voltage testing. The foils are placed ia test rig and ushed

“\Small Business Innovation Research", referring to a Depatment of Energy program that pro-
vides incentive to small businesses to engage in researchdadevelopment that has the potential for
commercialization.

SProducing a complete scan of the surface is a very time consung process. In general, one
or two foils from each set will be fully scanned, and the rest Wl be represented by taking several
hundred images at random positions on the foil.
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with nitrogen, then slowly ramped up to a bias of 600 V (this nmber is higher than
the intended operating voltage of 400 V). The leakage current for each sector is
recorded and is required to be under 10 nA to ensure voltageabtlity. Problems
here are either unacceptably high currents at full voltageraepeated sparking while
holding voltage. Such damage is typically con ned to a singlsector with sparks
occurring in isolated regions (damage to individual holes small patches of missing
copper), or occurring broadly across the sector (which isrtatively attributed to
chemical residue from one of the production steps). There ©ibeen some success in
cleaning foils to remove either debris causing localizedasfs or residues a ecting
larger areas.

Foils that pass these two testing stages are stretched andigtl to frames. Stretched
foils are stacked and joined by gluing along the frames, rd8ng in nished quadrants.
At each stage of assembly the leakage currents are checkeds¢oify that no glue or
trapped debris has damaged one of the foils. After assembllge nished quadrants
are once against measured for leakage currents, then checker gas-tightness and
iteratively sealed where leaks are found.

These completed sections are shipped to the STAR assemblylil& BNL where
they undergo cosmic ray tests and are mounted onto their Noma&upports for inser-
tion into STAR.

B.4 Status

During the summer of 2011 14 out of 24 quadrants were complétand delivered,
populating over half of the FGT disks. These were present andinning during the
2011-2012 run, providing data that allowed us to tune the vtdge and gas settings
for optimum gain. Tracking studies are currently being pedrmed on this data.

We expect to complete the remaining 10 quadrants (and sevérspares) in the
coming months so the FGT can be completed during the summer a@ass period in

2012, providing full azimuthal coverage for future runs.
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Appendix C

Alternate Computation of

E ciencies

In the analysis chapter we chose to compute the e ciencies ing the entire simulated
dataset, including events with the generated; of the lepton below the thresholds
applied in the W algorithm. This had the advantage of making lte analysis essen-
tially scale-agnostic. We applied corrections to bring thelata and simulation into
agreement, but made no judgment about whether the correctis should be applied to
the real or simulated energy spectra. This choice did, how&y make the e ciencies

dependent on the shape of th&+ spectrum below the cut-o0 .

An alternative approach is to treat the cut-o as a ducial cut, in which case we

add an acceptance correction to the-dependent cross section:

X 1 1
ol Wl e ( ): s (Ni(;jata Nit;)ackground) (C.l)
Lot Azs

In this form, all e ciencies are calculated using only the snulated events with the
generated(not reconstructed) leptonEt > 25GeV, andA s is the fraction of W decay
events in theoretical calculations that will haveEr  25GeV for the lepton candidate.

This new term enters as a product with the original e ciency,so we can de ne the
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range t2r|5g \Z/grt tzrgck g?go t205tal stat.
1.0< < 051084 |095| 0:74 | 0:88| 0:52 0:.025
05< < 00 |090|091| 074 | 0:88| 054 0.021
00< < 05 0:89| 091 0:78 | 0:89| 0:56 0:.021
05< < 10 0:85|0:90| 0:82 | 0:89| 0:56 0:026

10< < 1.0 | 088 092| 077 | 0:88| 055 0:011

Table C.1: E ciencies of the W analysis for simulatedW * events with the true lepton
Et > 25, shown as a function of lepton

range t2r|5g \Z/grt tzrgck g?go t205tal stat.
1.0< < 051083094 | 0:74 | 0:82| 0:48 0.024
05< < 00 |092]092| 0:75| 0:84| 054 0:.026
00< < 05 0:87|090| 0:77 | 0:82| 0:49 0.024
05< < 10 0:80| 0:93| 0:80 | 0:81| 0:48 0:023

10< < 1.0 {086 092| 076 | 0:82| 050 0:012

Table C.2: E ciencies of the W analysis for simulatedW events with the true lepton
Er > 25, shown as a function of lepton

e ective e ciency ©
0 25 25 25 25
trigger vertex track cuts A25 (C2)

The e ciencies are shown in tables C.1 and C.2; their accept@e corrections are
shown in C.3 and C.4.

The resulting e ciencies (table C.5) di er from those used n this analysis by a
factor only slightly larger than the statistical uncertairties of those terms. Given the
statistical uncertainties of the data itself, and the ambigity of the energy corrections

applied to the simulation, it was decided to use the originat ciencies.
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Table C.3:
function of lepton
their means.

Table C.4:
function of lepton
their means.

range ctegébm | grv98 | mrst2002 | mrst2004| ave
1.0< < 05| 0.715 | 0.722] 0.718 0.718 | 0.718
05< < 00 | 0.866 | 0.865| 0.869 0.871 | 0.868
0.0< < 05 0.870 | 0.866| 0.872 0.869 | 0.869
05< < 1.0 0.721 | 0.726| 0.725 0.724 | 0.724
Acceptance corrections fronkt > 25 to the full cross section, shown as a
for the theories discussed in the unpolarized analysis, aglivas
range ctegém | grvo8 | mrst2002| mrst2004| ave
1.0< < 05| 0.867 | 0.879| 0.867 0.864 | 0.869
05< < 00 | 0.952 | 0.963| 0.953 0.949 | 0.954
0.0< < 05 0.948 | 0.962| 0.950 0.946 | 0.954
05< < 1.0 0.872 | 0.886| 0.867 0.863 | 0.872
Acceptance corrections fronkt > 25 to the full cross section, shown as a
for the theories discussed in the unpolarized analysis, aglivas

range wWol e |W | e
1.0< < 05 0.37 0.42
05< < 00 0.47 0.52
0.0< < 05 0.49 0.47
05< < 10 0.41 0.42
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Table C.5: The Alternate Total E ciencies calculated usingEt > 25 and acceptance
corrections. Due to the ambiguity in the energy correctionapplied to the simulation,
these values are not used in the main analysis.
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